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Abstract 

 
In this paper we investigate alternative designs of a 
Radial Basis Function Network acting as classifier in a 
face recognition system.  Input to the RBF network is the 
projections of a face image over the principal 
components. A database of 250 facial images of 25 
persons is used for training and evaluation. Two RBF 
designs are studied: the forward selection and the 
gaussian mixture model.  Both designs are also compared 
to the conventional Euclidean and Mahalanobis 
classifiers. A set of experiments evaluates the recognition 
rate of  each method as a function of the  number of 
principal components used to characterize the image 
samples. The results of the experiments  indicate that the 
gaussian mixture model RBF achieves the best 
performance while allowing less neurons in the hidden 
layer. The gaussian mixture model approach shows also 
to be less sensitive to the choice of the training set. 
 
 
1. Introduction 
 
 In an increasingly computerized world, there is an 
overwhelming demand for automated personal 
identification systems. In the past few years, sophisticated 
methods for either verifying or recognizing the identity of 
an individual have been proposed, well beyond the 
password authentication schemes commonly employed in 
automated teller machines, telephone calling and credit 
cards. Most of those methods are based on the recognition 
of physiological characteristics such as hand shape, 
fingerprint, retinal pattern, speech and the whole face[4].  
Identity verification based on face features has important 
advantages when compared to other approaches, 
particularly in applications where the subject does not 
wish to be explicitly identified, e.g., bank/store security, 
expert identification, witness face reconstruction, etc. 

 A central issue in pattern recognition in general, and in 
face recognition in particular, is the well known problem 
of dimensionality reduction.  Face images are highly 
redundant, since every individual has one mouth, one 
nose, two eyes and so on. Instead of using N intensity 
values for a N pixel image, it is generally possible to 
characterize an image instance by a set of M features, for 
M<<N.  The set of images samples of the face of the 
same individual defines a class. The features must be 
chosen in such a way, that it is possible to identify the 
right class of a face image based only on those features.  

 This work studies a face recognition system consisting 
of a PCA stage which inputs the projections of a face 
image over the principal components into a RBF network 
acting as a classifier.  The main concern is to analyze how 
different network designs perform in a PCA+RBF face 
recognition system. 

 For performance evaluation a database with 250 
images - 10 photos of 25 individuals - is used as input to 
the system.  The results are compared with the 
performance of more conventional schemes, where the 
RBF network is replaced by the Euclidean and the 
Mahalanobis distances. 

 Two RBF designs are studied : the forward selection 
and the gaussian mixture model [7].  The first method 
optimizes the recognition performance by varying the 
number of neurons in the hidden layer.  In the second 
method, the number of neurons are input to the training 
algorithm, which estimates the center and the width of the 
gaussian activation functions by maximum likelihood of 
the input data density. 

 In the experiments carried out in this work, the 
gaussian mixture model optimization achieves the best 
performance even using far less neurons than the forward 
selection algorithm.  The results indicate also that the 
gaussian mixture model design is less sensitive to the 
choice of the training set.  Both RBF designs show a 



  

better performance than the conventional distance 
classifiers. 

 The next section presents an overview of related 
works.  PCA applied to the problem of face recognition is 
then briefly discussed.  The RBF network designs 
considered in this work are then described along with the 
Euclidean and Mahalanobis classifiers.  The remaining 
sections describe the experiments carried out to evaluate 
the performance of each approach and discuss the results. 

 
2. Previous work on face recognition 
 
 Earlier face recognition systems were mainly based on 
geometric facial features and template matching [20,22].  
In those works a face was characterized by a set of 
features such as mouth position, chin shape, nose width 
and length which are potentially insensitive to 
illumination conditions.   Brunelli et al. (1993) [20] 
compared this approach with a traditional template 
matching scheme which produced higher recognition rates 
for the same face database (90% against 100%).  Cox, 
Ghosn and Yianilos (1996) [11] proposed a mixture 
distance technique which achieved the best reported 
recognition rate among the geometric feature approaches 
using the same database.  Those results were obtained in a 
experiment where the features were extracted manually. 

 Turk and Pentland (1991) [15] use the projections of 
the face images onto the principal components of the 
training images as the face features.  It achieves 
recognition rates around 96%, 85% and 64% respectively 
for lighting, orientation and scale variation.  Recognition 
rate around 95% are reported by Pentland et al. (1994) [2] 
for a database consisting of 3000 accurate registered and 
aligned faces. 

 Samaria & Harter (1994) [10] presented an approach 
based on Hidden Markov Models which achieved a 
recognition rate of 95% for the ORL database at the 
expense of a high computational overhead. 

 Available results on Neural Network based approaches 
[8] come from experiments with few individuals, what 
makes it difficult to compare with other reported 
approaches. 

 All those works rely on a preprocessing to detect a face 
in a scene and to compensate for variation of lighting, 
position, rotation and scale. 

 The work reported here studies a face recognition 
system consisting of a standard PCA used for 
dimensionality reduction, followed by a RBF network 
acting as a classifier.  As in the most approaches 
mentioned before, the database used for the evaluation 
contains face images with moderate lighting, rotation, 
scale and viewing variation.  A previous work [6] has 
indicated that a RBF network performs better than 
conventional distance classifiers.  The present work focus 

on the study of alternative network optimization to 
maximize the recognition rate. 

 The  RBF network for face recognition has already 
been studied by Howell and Buxton. Instead of using 
principal components, they use either the image itself , or  
the output of a Difference of Gaussian filter and the 
output of a Gabor filter [1] as the input to the RBF 
network. Vallentin, Abdi and Edelman [9] used PCA 
followed by a RBF network to model how faces are stored 
in human memory.  Their work neither compares the 
performance of the RBF network with any other classifier 
nor analyses alternative network designs. 

 The main contribution of this work is a better 
understanding of how the parameters of the RBF network 
can be optimized to maximize its performance for the 
face recognition task. 

 
3. Using PCA for dimensionality reduction 
 
 PCA is a well known statistical technique for 
dimensionality reduction. It was first suggested for the 
characterization of human faces by Kirby and Sirovich 
[14] and later extended by Turk and Pentland [15]. Many 
refinements to the original idea were further introduced  
[2,3,5,19] . Many psychologists  and neurophysiologists  
use PCA to model the way the human brain stores, 
retrieves and recognizes faces [9,16,17,18]. 

 An input image can be treated as a N-dimensional 
feature vector, where N is the number of pixels of the 
image. The intensity of each pixel is used as a single 
feature. Thus, an image can be considered as a sample 
point in an N-dimensional space, called in this context 
image space. Image instances can be represented by a 
random N-dimensional vector xi obtained by 
concatenating the rows of the image matrix. 

 PCA generates a new orthonormal basis for the image 
space, where each component is not correlated with any 
other component. Each vector for the new basis is chosen 
so that the variance of the projection along it is 
maximized, subject to the orthonormality condition. 

 The procedure to generate such a basis can be 
summarized as follows. Given a set of k images { xi} i=0,...,K 
a training set matrix X=[xi] can be built , where each line 
is a vector xi. Without loss of generality, xi can be 
considered as a zero mean vector, by replacing the images 
xi by xi -E[xi].  The new basis vectors are obtained by 
solving the eingenvalue problem: 

 

PP X
T Σ=Λ  

 

where Σx is the covariance matrix, defined by 
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P is the eigenvector matrix of Σx and Λ is the 
corresponding diagonal matrix of eigenvalues. The 
eigenvectors are called in the literature of face recognition 
eigenfaces. A face image is then described as a linear 
combination of eigenfaces. 

 In PCA the eigenvectors corresponding to the M 
largest eigenvalues (for some M) are selected to form a 
lower dimensional subspace, the face space. It is a proven 
result [21] that the residual reconstruction error generated 
by dismissing the N-M components is given by: 
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where λj is the eigenvalues corresponding to the 
dismissed eigenvectors. For face images, the eigenvalues 
decay in general exponentially, so that the residual 
reconstruction error are low even for small M. 
 
4. Classification schemes 
 
 A classifier is essentially a mapping of the input space 
onto a set of classes. The literature on pattern recognition 
presents a huge number of schemes to construct this 
mapping from data [13]. 

 In the present work, two basic schemes were tested: 
RBF networks [12] and minimum distance to centroids 
classifiers with two different distance measures - 
Euclidean and Mahalanobis. 

 
4.1 The RBF network classifier 
 
 The RBF network is an one hidden layer neural 
network with several forms of radial basis activation 
functions.  The most common one is the Gaussian 
function defined by, 
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where σ is the width parameter, µ is the vector 
determining the center of basis function f and x  is the d-
dimensional input vector . 
 In a RBF network, a neuron of the hidden layer is 
activated whenever the input vector is close enough to its 
center vector µ. There are several techniques and 
heuristics for optimizing the basis functions parameters 
and determining the number of hidden neurons needed to 
best classification [7]. This work discuss two training 
algorithms : forward selection (FS) and gaussian mixture 
model (MM). The first one allocates one neuron to each 
group of faces of each individual and if different faces of 

the same individual are not close to each other, more than 
one neuron will be necessary.  The second training 
method regards the basis functions as the components of 
a mixture density model, whose parameters µ and σ are to 
be optimized by maximum likelihood [7].  In this latter, 
the number K of basis functions is treated as an input to 
the model and is typically much less than the total number 
of input data points { x} . 

 The second layer of the RBF network, which is the 
output layer, comprises one neuron to each individual. 
Their output are linear functions of the outputs of the 
neurons in the hidden layer and is equivalent of a OR 
operator. The final classification is given by the output 
neuron with the greatest output. 

 With RBF networks, the regions of the input space 
associated to each individual can present an arbitrary 
form. Also, disjoint regions can be associated to the same 
individual to render, for example, very different angles of 
vision or different facial expressions. 
 
4.2 Centroid classifier 
 
 A centroid classifier works in a far simpler and 
interpretable way but suffers from limitations in the form 
of the regions of the input space associated to each 
individual. 

 First a reduced sample is constructed by replacing each 
group of face images of an individual by its centroid 
which defined as the mean of the vectors of features for 
this group. Then, a new face will be classified to the 
closest centroid of the reduced sample. 
 In this work, two distance measures where compared. 
The first one is the usual Euclidean distance given by, 
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where µi  is the centroid corresponding to the ith 
individual. The second distance measure is the 
Mahalanobis distance, defined as, 
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which is the same as the Euclidean distance applied to the 
standard data (i.e. the covariance is the identity matrix). 
In case of the present application, the distance is 
computed over uncorrelated data and consequently Σx is a 
diagonal matrix with diagonal elements given by the 
eigenvalues  λi. In this case,  the Mahalanobis distance 
assumes the simpler form, given by 
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Figure 1 - Experiment Design carried out in the work. 

 
5. Experiment design 
 
 The experiments to evaluate the methods make use of 
the ORL face database1.  It contains a set of face images 
taken between April 1992 and April 1994 at the Olivetti 
Research Laboratory in Cambridge, U.K, with ten images 
for each of 40 individuals, a total of 400 images. In some 
cases the images were taken at distinct times, with varying 
lighting, facial expressions (open / closed eyes, smiling / 
not smiling) and facial details (glasses / no glasses).  All 
images were taken against a dark homogeneous 
background with the person in a upright frontal position, 
with tolerance for some tilting and rotation of up to about 
20 degrees.  Scale varies about 10%. The original size of 
each image is 92x112 pixels, with 256 gray levels per 
pixel.  For implementation convenience all images were 
first resized to 64x64 pixels. Due to limitation of the 
available computational capacity the experiments took a 
subset containing 250 images - ten images for each of 25 
individuals. 

                                                           
1 The ORL database is available free of charge, see http://www.cam-
orl.co.uk/facedatabase.html 

 Before being used in the experiments all the images 
were represented as a vector, which is obtained by simply 
concatenating the rows of the image matrix. 
 Figure 1 illustrates the experiments carried out in this 
work. Each experiment consists of three steps: generation 
of the eigenfaces, training the classifier and testing the 
classifier. 
 In the first step the eigenfaces are generated.  A 
training set is selected , by choosing randomly 7 images 
for each individual. The remaining 3 images are used later 
to test the method (step 3).Then, the average image of all 
training faces is calculated and subtracted from each face.  
Afterwards, the training matrix composed of the zero 
mean image vectors is used as input to compute the PCA, 
and a set of M different eigenfaces is generated. 
 In a second step the classifiers are trained. For each 
individual the average point of the 7 training images - the 
centroids - are calculated and later used by the Euclidean 
and Mahalanobis classifiers in the final classification step.  
To train the RBF classifier, the two basis function 
optimizations are considered. In the first one - forward   
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selection (FS) - the 7 training images per individual 
chosen in the first step are grouped into two subsets: 5 
images to train the network and 2 images for the 
validation. This approach is called the “hold out method”  
[7]. After being projected onto the face space, the training 
and validation face images are used to train the RBF 
network. The centers of the radial basis functions are 
constraint to be given by the input data vectors and each 
radial basis function has a common variance, equals  to 1. 
The training process creates interatively a RBF network 
one hidden neuron at a time.  These neurons are added to 
the network until the sum-squared error  corresponding to 
the validation set reaches the minimum. In the other RBF 
design - gaussian mixture model (MM) - the 7 training 
images per individual chosen and projected onto the face 
space are used to form a representation of the probability 
density of the input data. The number K of basis functions 
are used as another parameter to the model and then the 
unsupervised procedure for optimization the gaussian 
parameters depends only on the input data set. The basis 
function centers are determined by fitting the mixture 
model with circular covariances using the EM 
(expectation-maximization) algorithm and then their 
respective widths are set to the maximum inter-center 
square distance.  The hidden to output weights that give 
rise to the least squares solution are determined using the 
pseudo-inverse [7]. Both RBF networks are trained to 
produce a 1 in the output unit corresponding to the face 
presented at the input layer and a 0 in every other unit. 
 In the third step, the performance of the classifiers is 
evaluated. Each test image is projected onto the 
eigenfaces obtained in the first step and input to each 
classifier (figure 1). The true/false recognitions are then 
stored for the computation of the recognition rate. 
 This three-steps procedure was repeated 25 times using 
different training and testing sets. The number of 
principal components used to represent the images (M) 
were varied and took eleven different values: 10, 15, 20, 
25, 30, 40, 50, 60, 70, 80, and 90 - a total of 11x25 = 275 
runs were executed.  Another parameter varied in the 
experiments was the number of hidden neurons K used as 
input to the RBF gaussian mixture model. For each 
number of eigenfaces this parameter has taken seven 
different values: 25, 30, 40, 50, 60, 70, 80. 

 
6. Experiment results 
 
 The results of the experiments are summarized in 
figures 2 to 4. Figure 2 shows the average recognition rate 
for each classifier as a function of the number of 
eigenfaces. The curves representing the RBF gaussian 
mixture model (MM) correspond to a network with K=60 
hidden neurons, where the classifier has reached its best 
performance. 

 For less than 20-30 eigenfaces, the both RBF 
classifiers have  clearly the best recognition rate. It is fair 
to say on the basis of the results of figure 2, that the two 
RBFs reach the peak performance for a small number of 
eigenfaces than the distance classifiers. 

 For more than 25 eigenfaces all four classifiers have 
near performances - between 96% and 99%, although the 
RBF gaussian mixture model classifier shows the best 
results. 
 Another important aspect revealed by the experiments 
is shown in figure 3. It presents the standard deviation of 
the recognition rate computed for the 25 runs for each 
number of eigenfaces considered. This graph indicates 
how sensitive are the results to the choice of the training 
and testing sets. The RBF gaussian mixture model 
classifier presents again the lowest standard deviation for 
all but one number of eigenfaces. 
 As a complement to the figure 3, the minimum 
performance among the 25 runs is plotted in figure 4 as a 
function of the number of eigenfaces.The RBF gaussian 
mixture model classifier presents again the best 
performance in the experiments. 
 Another advantage of the MM approach is shown by 
the figure 5.  The bars on the graph represent the range of 
the number of added hidden neurons by the FS training - 
the mark indicates the average value - in the 25 runs, as a 
function of the number of eigenfaces.  It can be observed 
that the FS training built a network with more hidden 
neurons (around 100 neurons) than the MM training (60 
neurons). 
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Figure 5 - RBF forward selection training 

 
 As a final evaluation, the RBF classifiers have a better 
performance than the conventional classifiers.  Among 
the RBF designs analyzed in this work, the mixture model 
approach produces the best recognition rates with much 
less hidden neurons. 
 
7. Conclusions 
 
 The performance of a face recognition method using 
PCA for dimensionality reduction and RBF networks are 
evaluated. Experiments using a database with 250 face 
images were carried out to compare  the performance of 
the RBF classifiers with the performance of an Euclidean 
and a  Mahalanobis classifiers. 

 The results indicated that both RBF classifiers reach its 
peak performance - around 98% of recognition rate - for a 
lower number of eigenfaces. The RBF classifiers 
presented also a better performance regarding the 
sensitiveness to the choice of the training and testing sets. 

 Comparing the two RBF designs, the RBF gaussian 
mixture model overperformed the RBF forward selection 
in all the result analyses taken. An important aspect also 
revealed by the experiments was the number of hidden 
neurons used in both designs. The RBF gaussian mixture 
model presented the best results with much less neurons. 

 Future work will evaluate the robustness of the 
PCA+RBF method separately against variations of 
lighting, view, scale, rotation and facial expression, and 
further test the method on larger face databases. This will 
give a more definitive conclusion about the performance 
of the classifier and its sensitiveness to the choice of the 
training and testing sets. 
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