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Abstract. This paper describes the design and implementation of robotic
agents for the RoboCup Simulation 2D category that learns using a re-
cently proposed Heuristic Reinforcement Learning algorithm, the Heuris-
tically Accelerated @Q-Learning (HAQL). This algorithm allows the use
of heuristics to speed up the well-known Reinforcement Learning algo-
rithm @Q-Learning. A heuristic function that influences the choice of the
actions characterizes the HAQL algorithm. A set of empirical evalua-
tions was conducted in the RoboCup 2D Simulator, and experimental
results show that even very simple heuristics enhances significantly the
performance of the agents.

Keywords: Reinforcement Learning, Cognitive Robotics, RoboCup Sim-
ulation 2D.

1 Introduction

Reinforcement Learning (RL) techniques have been attracting a great deal of
attention in the context of multiagent robotic systems. The reasons frequently
cited for such attractiveness are: the existence of strong theoretical guarantees
on convergence [9], they are easy to use, and they provide model-free learning
of adequate control strategies. Besides that, they also have been successfully
applied to solve a wide variety of control and planning problems.

However, one of the main problems with RL algorithms is that they typically
suffer from very slow learning rates, requiring a huge number of iterations to
converge to a good solution. This problem becomes worse in tasks with high
dimensional or continuous state spaces and when the system is given sparse



rewards. One of the reasons for the slow learning rates is that most RL algorithms
assumes that neither an analytical model nor a sampling model of the problem
is available a priori. However, in some cases, there is domain knowledge that
could be used to speed up the learning process.

As a way to add domain knowledge to help in the solution of the RL problem,
a recently proposed Heuristic Reinforcement Learning algorithm — the Heuris-
tically Accelerated Q-Learning (HAQL) [1] — uses a heuristic function that in-
fluences the choice of the action to speed up the well-known RL algorithm Q-
Learning. This paper investigates the use of HAQL to speed up the learning
process of teams of mobile autonomous robotic agents acting in a concurrent
multiagent environment, the RoboCup 2D Simulator. It is organized as follows:
section 2 describes the @-learning algorithm. Section 3 describes the HAQL and
its formalization using a heuristic function. Section 4 describes the robotic soc-
cer domain used in the experiments, presents the experiments performed, and
shows the results obtained. Finally, Section 5 summarizes some important points
learned from this research and outlines future work.

2 Reinforcement Learning and the QQ—learning algorithm

Consider an autonomous agent interacting with its environment via perception
and action. On each interaction step the agent senses the current state s of the
environment, and chooses an action a to perform. The action a alters the state
s of the environment, and a scalar reinforcement signal r (a reward or penalty)
is provided to the agent to indicate the desirability of the resulting state.

The goal of the agent in a RL problem is to learn an action policy that
maximizes the expected long term sum of values of the reinforcement signal,
from any starting state. A policy 7 : S — A is some function that tells the agent
which actions should be chosen, under which circumstances [5]. This problem
can be formulated as a discrete time, finite state, finite action Markov Decision
Process (MDP). The learner’s environment can be modeled [6] by a 4-tuple
(S, A, T,R), where:

— &: is a finite set of states.

— A: is a finite set of actions that the agent can perform.

— T :SxA— II(S): is a state transition function, where II(S) is a probability
distribution over S. T'(s, a, s') represents the probability of moving from state
s to s’ by performing action a.

— R:8 x A— R:is a scalar reward function.

The task of a RL agent is to learn an optimal policy 7* : S — A that maps
the current state s into an optimal action(s) a to be performed in s. In RL, the
policy 7 should be learned through trial-and-error interactions of the agent with
its environment, that is, the RL learner must explicitly explore its environment.

The Q-learning algorithm was proposed by Watkins [10] as a strategy to
learn an optimal policy 7* when the model (7 and R) is not known in advance.



Let Q*(s,a) be the reward received upon performing action a in state s, plus
the discounted value of following the optimal policy thereafter:

Q*(s,a) = R(s,a) +~ Z T(s,a,s)V*(s'). (1)

s’eS

The optimal policy 7* is 7* = arg max, @*(s,a). Rewriting Q*(s,a) in a recur-
sive form:

Q*(s,a) = R(s,a) +~ Z T(s,a,s") II}IB;XQ*(SI, a’). (2)

s'es

Let Q be the learner’s estimate of Q*(s,a). The Q—learning algorithm itera-
tively approximates Q, i.e., the Q values will converge with probability 1 to @*,
provided the system can be modeled as a MDP, the reward function is bounded
(3c € R; (Vs,a),|R(s,a)| < ¢), and actions are chosen so that every state-action
pair is visited an infinite number of times. The @ learning update rule is:

Q(s,a) — Q(s,a) + a [T+VHZB;XQ(S/7GI) _Q(Sva) ) (3)

where s is the current state; a is the action performed in s; r is the reward
received; s’ is the new state; 7 is the discount factor (0 < v < 1); « is the
learning rate.

An interesting property of Q-learning is that, although the exploration-
exploitation tradeoff must be addressed, the Q values will converge to Q*, inde-
pendently of the exploration strategy employed (provided all state-action pairs
are visited often enough) [6].

3 The Heuristically Accelerated Q—-Learning Algorithm

The Heuristically Accelerated Q—Learning algorithm [1] was proposed as a way of
solving the RL problem which makes explicit use of a heuristic function H : S x
A — R to influence the choice of actions during the learning process. H(sy, a)
defines the heuristic, which indicates the importance of performing the action a,
when in state s;.

The heuristic function is strongly associated with the policy: every heuristic
indicates that an action must be taken regardless of others. This way, it can be
said that the heuristic function defines a “Heuristic Policy”, that is, a tentative
policy used to accelerate the learning process. It appears in the context of this
paper as a way to use the knowledge about the policy of an agent to accelerate
the learning process. This knowledge can be derived directly from the domain
(prior knowledge) or from existing clues in the learning process itself.

The heuristic function is used only in the action choice rule, which defines
which action a; must be executed when the agent is in state s;. The action choice
rule used in the HAQL is a modification of the standard € — Greedy rule used



in @Q-learning, but with the heuristic function included:

_ [argmaxa, [Q(se,ar) + Hilsear)| g <.
m(st) =

Arandom otherwise,

where:

— H:S8 x A — R:is the heuristic function, which influences the action choice.
The subscript t indicates that it can be non-stationary.

— &: is a real variable used to weight the influence of the heuristic function.

— ¢ is arandom value with uniform probability in [0,1] and p (0 < p < 1) is the
parameter which defines the exploration/exploitation trade-off: the greater
the value of p, the smaller is the probability of a random choice.

— Qrandom 1S & random action selected among the possible actions in state s;.

As a general rule, the value of the heuristic Hy(st,at) used in the HAQL
must be higher than the variation among the Q(s, a;) for a similar s; € S, so it
can influence the choice of actions, and it must be as low as possible in order to
minimize the error. It can be defined as:

7

H(se,ar) = {maxa Q(st,a) — Q(se,ar) +n  if ap = 7 (sy), (5)

0 otherwise.

where 7 is a small real value and 7% (s;) is the action suggested by the heuristic.

As the heuristic is used only in the choice of the action to be taken, the
proposed algorithm is different from the original ()—learning only in the way
exploration is carried out. The RL algorithm operation is not modified (i.e.,
updates of the function @ are as in —learning), this proposal allows that many
of the conclusions obtained for @-learning to remain valid for HAQL [1].

The use of a heuristic function made by HAQL explores an important char-
acteristic of some RL algorithms: the free choice of training actions. The conse-
quence of this is that a suitable heuristic speeds up the learning process, and if
the heuristic is not suitable, the result is a delay which does not stop the system
from converging to a optimal value.

4 Experiment in the RoboCup 2D Simulation domain

One experiment was carried out using the RoboCup 2D Soccer Server [7]: the
implementation of a defense team, with a goalkeeper and a first defender (full-
back) that have to learn how to minimize the number of goals scored by the
opponent. In this experiment, the implemented team have to learn while playing
against a team composed of two striker agents from the UvA Trilearn 2001 Team
[2].

The space state of the learning agents is composed by its position in a discrete
grid with N x M positions the agent can occupy, the position of the ball in the
same grid and the direction the agent is facing. This grid is different for the
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Fig. 1. Discrete grids that compose the space state of the goalkeeper (left) and the
defender (right).

goalkeeper and the defender: each agent has a different area where it can move,
which they cannot leave. These grids, shown in figure 1, are partially overlapping,
allowing both agents to work together in some situations. The direction that the
agent can be facing is also discrete, and reduced to four: north, south, east or
west.

The defender can execute six actions: turnBodyToObject, that keeps the
agent at the same position, but always facing the ball; interceptBall, that moves
the agent in the direction of the ball; driveBallFoward, that allows the agent
to move with the ball; directPass, that execute a pass to the goalkeeper; kick-
Ball, that kick the ball away from the goal and; markOpponent, that moves the
defender close to one of the opponents.

The goalkeeper can also perform six actions: turnBodyToObject, intercept-
Ball, driveBallForward, kickBall, which are the same actions that the defender
can execute, and two specific actions: holdBall, that holds the ball and move-
ToDefensePosition, that moves the agent to a position between the ball and the
goal.

All these actions are implemented using pre-defined C++ methods defined
in the BasicPlayer class of the UvA Trilearn 2001 Team. “The BasicPlayer class
contains all the necessary information for performing the agents individual skills
such as intercepting the ball or kicking the ball to a desired position on the field”
(2, p. 50].

The reinforcement given to the agents were inspired on the definitions of
rewards presented in [3], and are different for the agents. For the goalkeeper, the
rewards consists of: ball caught, kicked or driven by goalie = 25; ball with any
opponent player = -25; goal scored by the opponent = -100. For the defender,
the rewards are: ball kicked or passed to the goalie = 15; ball with any opponent
player = -10; goal scored by the opponent = -15.

The heuristic policy used for the goalkeeper and the defender is described by
two rules: if the agent is not near the ball, run in the direction of the ball, and;
if the agent is close to the ball, do something with it. Note that the heuristic



policy is very simple, leaving the task of learning what to do with the ball and
how to deviate from the opponent to the learning process. The values associated
with the heuristic function are defined using equation 5, with the value of 1 set
to 200. This value is computed only once, at the beginning of the game. In all
the following episodes, the value of the heuristic is maintained fixed, allowing
the learning process to overcome bad indications.

In order to evaluate the performance of the HAQL algorithm, this experiment
was performed with teams of agents that learns using the ()—learning algorithm,
the HAQL algorithm and using agents that acts based only on a heuristic rule
(without learning capabilities). The results presented are based on the average of
10 training sessions for each algorithm. Each session is composed of 100 episodes
consisting of matches taking 3000 cycles each. During the simulation, when a
teams scores a goal all agents are transferred back to a pre-defined start position.

The parameters used in the experiments were the same for the two algo-
rithms, Q-learning and HAQL: the learning rate is o = 1.25, the exploration/
exploitation rate p = 0.05 and the discount factor v = 0.9. Values in the Q
table were randomly initiated, with 0 < Q(s,a,0) < 1. The experiments were
programmed in C++ and executed in a Pentium IV 2.8GHz, with 1GB of RAM
on a Linux platform.

Figure 2 shows the learning curves for both algorithms when the agents learn
how to play against a team composed of two strikers from the UvA Trilearn
Team 2001 [2]. It presents the average goals scored by the opponent team in
each episode. It is possible to verify that Q—learning has worse performance
than HAQL at the initial learning phase, and that as the matches proceed, the
performance of both algorithms become more similar, as expected.

Another important information contained in this figure is the number of goals
scored against a defense team that uses only the heuristic policy to select which
action must be done, at a given time. As it can be seen, this team will receive
an average of 24 goals in each episode, performing worst than any of the other
two algorithms. This shows that the heuristic policy by itself is not a complete
solution to the problem, but only an indication of some actions that should be
taken, at certain times.

Student’s t-test [8] was used to verify the hypothesis that the use of heuristics
speeds up the learning process. For the experiments described in this section,
the value of the module of T" was computed for each episode using the same
data presented in figure 2. The result, presented in figure 3, shows that HAQL
performs clearly better than (Q—learning until the 60th episode, with a level of
confidence greater than 95%. After the 60th episode, the results became closer.
But it can be seen that HAQL still performs better than )—learning.

Finally, table 1 shows the cumulative number of goals made by the strikers
at the end of 100 episodes (averaged for 10 training sessions). What stands out
in this tables is that, due to a lower number of goals scored against the HAQL
at the beginning of the learning process, this algorithm receives significanly less
goals than the @-learning algoritm (with a statistical confidence > 99.9%).
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Fig. 2. Average goals scored against the defense agents using the Q—Learning and the
HAQL algorithms, for training sessions against two UvA Trilearn attack agents.
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Fig. 3. Results from Student’s t test between Q—learning and HAQL algorithms, for
defense agents training against two UvA Trilearn attack agents.

5 Conclusion and Future Works

This paper presented the use of the Heuristically Accelerated Q—Learning (HAQL)
algorithm to speed up the learning process of teams of mobile autonomous
robotic agents acting in the RoboCup 2D Simulator.

The experimental results obtained in this domain showed that agents using
the HAQL algorithm learned faster than ones using the (Q—learning, when they
were trained against the same opponent. These results are strong indications that
the performance of the learning algorithm can be improved using very simple
heuristic functions.

Due to the fact that the reinforcement learning requires a large amount of
training episodes, the HAQL algorithm has been evaluated, so far, only in simu-



Table 1. Cumulative goal the end of 100 episodes (average for all training sessions).

Algorithm|Cumulative goal score
Q-leaning (1177 £ 51)
HAQL (836 + 10)

lated domains. Among the actions that need to be taken for a better evaluation
of this algorithm, the more important ones include:

The development of teams composed of agents with more complex space
state representation and with a larger number of players.

Working on obtaining results in more complex domains, such as RoboCup
3D Simulation and Small Size League robots [4].

Comparing the use of more convenient heuristics in these domains.
Validate the HAQL by applying it to other the domains, such as the “car on
the hill” and the “cart-pole”.
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