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Abstract— Visual servoing has rapidly emerged as a new and exciting field of research. Its main characteristic
is the direct feedback of visual signals into the control loop. The aim of this work is to develop a vision-based
navigation framework for autonomous aerial robots from the task specification level to the control level. A
line-oriented navigation scheme with simulation results are presented to validate our proposed methodology.
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1 Introduction

Recent advances on computer vision and image
processing capabilities have allowed the effective
inclusion of visual data as feedback signals in the
control loop. The advantages of such feedback is
clear. From the point of view of robotic applica-
tions, this spans and improves the variety of tasks
currently able to be performed. Concerning vision
aspects, it enables to control the camera motion to
promote better recognition, localization and ins-
pection of the environment.

Visual servoing is a maturing approach in
which the motion of the sensor or of the ob-
jects in the scene are controlled, as opposed to
be only exploited. The methodology proposed
in (Espiau et al., 1992) is considered as a basis
to our vision-based navigation framework. This
method is based on an Interaction Matrix, whose
purpose is to relate the changes in the robot’s wor-
king space and its own motion by using geometric
primitives as reference images. The velocities of
the image feature parameters are used directly to
compute control signals for driving the robot ac-
tuators to perform pre-defined tasks. Hence, the
framework does not require any camera calibra-
tion procedure or explicit 3D scene reconstruction,
which are susceptible to errors and demand high
processing capabilities.

Research on the utilization of aerial un-
manned vehicles (AUV) appeared in the last
decade due to the huge list of potential appli-
cations. A new and special attention has been
given to the use of AUVs in environmental ap-
plications, biodiversity and climate research. For
these kind of tasks, airships out-rank helicopters
and airplanes as the ideal platform, mainly be-

cause their aerostatic lift makes them less intru-
sive, noiseless, capable of hovering and able to
fly during longer periods. In project AURORA
(Bueno et al., 1998), a robotic airship is being de-
veloped for such kind of applications, see Fig. 1.

Figure 1. Aerial Unmanned Robot.

Recently, vision-based methodologies de-
signed to navigate robotic vehicles have been tar-
gets of researchers. Refer to (Silveira et al.,
2001a), (Silveira et al., 2001c), (Ma et al., 1999),
(Rives and Borrelly, 1997) for examples of visual
servoing applications.

In this work, as the basis for the develop-
ment of control and navigation strategies, a 6DOF
model, Simulink-based control system develop-
ment environment is used for design and valida-
tion purposes. To visualize and to represent the
world where the vehicle is flying around, it is used
a visualizator based on Mesa, which is a free-
ware implementation of the openGL Graphics Li-
brary. The systems communicate with each other
through TCP/IP sockets, increasing flexibility.



This paper is organized as follows: Section
2 describes the specification level of navigation
tasks. In Section 3 the visual servoing framework
is presented, which consists of visual and control
aspects. In Section 4 the simulated results are
shown demonstrating the feasibility of the system.
A case study addressed for two different cases of
interaction matrix is also made in this section. Fi-
nally, in Section 5 some remarks and future work
are stated to conclude the paper.

2 Task specification

The main objective of this paper is to develop a
pure vision-based navigation methodology for au-
tonomous aerial vehicles which is both useful and
feasible by using off-the-shelf components.

Before a task can be executed by a robotic
vehicle, several appealing problems from the task
planning level to the control laws synthesis must
be efficiently solved. To complete the vision
guided navigation task by a robot, it must be ca-
pable to identify and calculate or to be given the
following requirements:

(1) The type of virtual linkage of the task execu-
tion and the degrees of freedom constrained
by the linkage;

(7t) The type of the visual signals allowing to
accomplish the task;

(4i1) The symbolic form of the associated interac-
tion matrix, which is needed by the image-
based visual servoing;

(iv) The embedded actuators to achieve the task.

which one will be further discussed.

Let us represent the camera in a perspective
projection model. This model permits to define
a local differential mapping between the configu-
ration and the sensor output spaces (s : SE3 —
R™). Now consider a set of 2D features resulting
from the projection of the 3D geometric primi-
tives in the scene onto the image frame. Denot-
ing s = (s1,82...8,)7 as the vector of parameters
that characterizes these 2D features, s will be used
as our vector of useful visual feedback signals.

We will explain the navigation framework
through an example of navigation task for didac-
tic reasons. The authors are currently working on
the generalization of such framework, expanding
to any kind of sensor and robotic platform.

2.1 Nawvigation from lines

As an example of a navigation task, we have cho-
sen to perform a line-oriented navigation by a
robotic airship, depicted in Fig. 1, as our valida-
ting testbed. The task specification can be stated
as: given a set of lines, e.g., the bands of a road,

the robotic airship has to follow it with a esta-
blished mission-dependent altitude and longitudi-
nal speed.

The problem may also be formulated in the
image plane as regulating the image so that the
central line is intended to be vertically centered
with both lateral lines lying simetrically with a
certain inclination. The number of lines used here
(three) is the minimum number to perform such
a task avoiding the redundancy that appears due
to the projection of the actual target in the image
plane.

In the sequel, it is developed the visual servo
control used to complete the task by using lines
as our visual feedback signal.

3 Visual servo control

Visual servo control is established when data from
images are used in a visual-feedback control loop
(Hutchinson et al., 1996). In some cases, the
pixel information is processed to rebuild the tri-
dimensional configuration of the robot and these
variables are used as control input. In other
methodologies the image feature parameters are
used directly in the control algorithm computa-
tion. This last possibility is explored in our ap-
proach.

3.1 Vision aspects

The methodology is based on the modeling of
scene features as a set of tridimensional geome-
trical primitives (points, lines, vertices, etc.). An
image feature is a set of primitives in the image
plane which corresponds to the projection of the
scene feature. A configuration of the image fea-
ture is an element Pr.

Using the camera model and without loss
of generality, the focal length is assumed to be
equal to 1 so that any point with coordinates
7 = (z,y,2)7 is projected on the image plane as
a point with coordinates X = (X,Y,1)T with

X=>z . (1)
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The relevant variables in the case of path fol-
lowing over straight lines are the parameters that
describe completely those image features config-
uration Pr. The canonical equation of a line in
the image plane is g(X,P) = AX + BY +C = 0.
However, this representation is not minimal (3 pa-
rameters (A, B,C) and dim(Py) = 2). Therefore,
it is better to define lines using polar representa-
tion (6, p), which is minimal:

g(X,P)=Xcos§+Ysind—p=0 (2



where the image feature parameters § and p are
defined by 6 = arctan(Z) and p = —\/ﬁ.

As we have three lines, our vector of image
feature parameters is s = (61, p1,602, p2,03,p3)7,
which represents the parameters of the central
and lateral lines in the image plane. Thus, we
have solved the type of visual signals to use. The
purpose of the vision task is to extract and com-
pute these feature parameters at each frame du-
ring robot motion, and deliver them to the control
system.

Image segmentation and tracking of actual
reference lines in outdoor environments are not
usually straightforward. The authors are also cur-
rently working on this subject in different areas:
an active perception architecture for image de-
tection and classification, see for instance (Elfes
et al., 2000) and the study of suitable image pro-
cessing techniques, including real-time and ro-
bustness aspects, see Fig. 2. (Silveira et al.,
2001b) , (Carvalho et al., 2000).

Figure 2. Sequence of Mathematical Morphology-based fil-
ters used to find the three lines from a real image of a
highway.

3.2 Control aspects

Given that the vision aspects are solved in the
camera frame F., one has to derive the rela-
tionship between the 2D motion in the image
frame to the frame attached to the robot F,.
The Interaction Matriz LT is a suitable math-
ematical relationship between the motion of the
parameters vector § of certain geometric primi-
tives and the motion 7T, of F.. T. has transla-
tional and rotational velocities and it is given as
T. = [Uwavyavzawzawyawz]T-

s=LT T, (3)

The derivation of the Interaction Matrix for
our specific case of navigation task is described
briefly in the sequel. It is related to straight lines
as the geometric primitives h in the image plane.
For other types of primitives, the reader may refer
to (Espiau et al., 1992).

Derivation of LT

In order to achieve an expression for the lines, we
have to represent them in the SE3. A straight
line can be represented as the intersection of two
planes, having configuration p:

v _Jax+by+cz+d =0
h(z,p) = {az:c + by +coz+dy =0 (4)

The differentiation of Eq. (2) gives
99
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The well know optical flow equation is

X = Ljy(X,2) T. (6)

where L7 is given by

IT =20 XY —-(1+X?) Y
of — =1

0 1+Y? XY -X (7)
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Isolating z from Eq. (4) and using Eq. (1),
withi =1ifd; # 0ori =2ifdy # 0, the substitu-
tion in LT, achieves L% and (6) can be rewritten.
Finally, using this result in (5) we obtain:

09 - - = 00 - = _1m, =
sp KPP = 22 (X, P) LYK, ) T (8)
which corresponds to the general equation for de-
riving the interaction matrix. For more complex
geometric primitives, simply find L;:; that best
represent them and solve (8).

Solving the first term of (8) to suit our case,

%(X,P)P =—Xsin00+YcoshO—p (9)

From (2) we take X expressed as a function of
Y, when cosf # 0 (or Y as a function of X in the
other case). Then, after some manipulations, it is
possible to rewrite (8) where the second term may
be separated between those terms which depend
on the value of Y and those which are not,

_ Y b ) = c c
cos 6 +(p+ptand 0) =YK T + K>Tc  (10)

and comparing term-by-term we derive

é:—chOSHTc [9

p=(Kz+psing K1) T p} = [Liﬂ T. (11)

After some calculations, we have Lj and L7
in the final form:

L =] gcosd Mg sin @ —Xop
—pcosd —psiné -1 ]
LT =[] Apcosf Ap sin @ —Xop (12)

(1+p%)sind —(1+p%)cosd 0 ]

with A\g = (a;sinf — bjcos)/d; and A, =
(ajpcos@ + bipsinb + ¢;)/d;.

From this point, we already have the type of
signals and how those signals change for a motion
of the camera, which is described by the symbolic
form of the interaction matrix L7.



Control law

The pose (position and orientation) of the camera
is an element 7 of R® x SO3; which is a six di-
mensional differential manifold. A classical ap-
proach in robotics is to consider the process of
achieving a task, such as tracking or positioning,
as a problem of regulation to zero of a certain
function. In other words, the control objective
is considered as perfectly achieved during [0, 7] if
e(F,t) =0, Vt € [0,T].

The application of the task function approach
to vision-based control is straightforward: the
task is now described as desired values for a cer-
tain set of elementary visual signals. Our main
visual task function vector e is then:

e(F,t) = LT (s(7, 1) — s4q) (13)

where s(7,t) is the value of the visual features
currently observed by the camera, which only de-
pends on the relative pose between the camera
and the scene; sq is the desired value for s and
LT" is the pseudoinverse of L7.

We can design a very simple wvelocity control
scheme using visual feedback, which leads to a
task function to be regulated according to

T, =—Xe, with A>0 (14)

for an exponential convergence.

The three lines-oriented navigation task, de-
fined in section 2.1, is required to satisfy a
Prismatic-type linkage by analogy to the theory
of mechanisms. Such a linkage is characterized by
5 constrained degrees of freedom (DOF), therefore
C = dim(SE3) — 5 = 1 degree remains free. This
DOF comes from the translation along the lines.
In our application, we will control the DOF cons-
trained by the linkage using visual servoing tech-
niques and for the remaining DOF we will give a
reference constant velocity v for simplicity. Other
trajectory tracking technique may also be applied.
Thus, our final control law is given below:

T, =—"M.(Ae+a(lsg— WTW) ) (15)
where:

e «is a scalar which ponderates the secondary
objective, which was set to 1;

e (I¢— WTW) is an orthogonal projection op-
erator on the null space of W, which is the
same as LT, to promote the coupling be-
tween the two objectives;

e "M, is a matrix of frame transformation

Fe— Fr.

From this point, we already have the type of
the virtual linkage, the degrees of freedom cons-
trained by such linkage and the final form of the
control law as well.

4 Results

The setup used to obtain the simulation results
presented here is based on the airship 6DOF
model depicted in Fig. 1. The pair sim-
ulator/visualizator communicate to each other
through TCP/IP sockets. The simulation hard-
ware was a workstation Sun ULTRA 10 (Ultra-
SPARC ITi-330MHz) with 128Mb of RAM.

4.1 Case study of LT

As previously shown, the associated interaction
matrix LT depends both on parameters measured
in the image, P, and the 3D configuration of the
used primitives, p, which is @ priori unknown. In
this case, it is necessary to choose a model L of L.
Some possibilities are given below:

e I = L(p, P), where p is concurrently esti-
mated;

o L= L(p4, P). By using this model, the pa-
rameters p is set to be the value at the de-
sired position s(7,t) = s4 and the others are
time-varying.

o I = L(pg, P;). In this case both values of
the parameters are set at the final camera
configuration with respect to the environ-
ment. Therefore, they are constants.

For the proper selection of such model, the de-
signer has to take into consideration aspects such
as computing time versus required performance
and a possibly crossing of an isolated singularity,
which leads to a loss of rank. Figure 3 shows the
rate of convergence using the two last cases for a
quick comparison of how the entire airship behav-
ior is affected by incorporating more information.

1001

East

Figure 3. Comparison of the control behavior for two mod-
els of LT.

In the first set of curves the lateral gain is set
to A = 1.5, with the initial pose of the robot at
12m North, —8m East and yaw angle of ¢ = 7/5.
For the second set of curves, the lateral gain is
A = 0.5 and launched at Om North, 10m East
and ¢ = —w/4. Both with cruising speed set to
v = 8m/s, roll and pitch angles (¢, 8) to 0°, initial
altitude of —30m and final altitude h,.; = —20m.
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The final form of the interaction matrix for
each case is given in the next subsections. We
clearly notice that a time-varying LT promotes a
faster rate of convergence, since it accounts for
the instantaneous configuration of the robot with
respect to the scene.

Time-varying LT

Taking the model L of L as L = L(pg, P), the
parameters P are measured at the frame rate and
P has to be found for the desired configuration of
the robot. The horizontal plane desired configu-
ration hay = (aig, big,Cig,dig) that characterizes
all three lines is hoy = (0,1,0, Arey).

After the appropriate substitution of those
parameters and considering our vector of image
features that represents the parameters of the cen-
tral and lateral lines in the image plane as s =
(Orhts prht, Oent, Pent, ise, puse) T, the time-varying
interaction matrix is given in Eq. (16).

Constant LT

When L = L(pq,P;), the value of the
desired configuration for both parameters is
used. Translating to our case of naviga-
tion task, we have a vector of image fea-
tures at the final configuration given by sg; =
(Orhtas Pritgs Oentds Pentgs Oist g prse )T, which rep-
resents the parameters of the central and lateral
lines in the image plane, equals to

hrht { Y+ href =0 = { erhtd = a‘TCta‘n(_ 2h£ef )

z+5=0 pritg =0
y+href =0 Ocntqg =0
hcnt {.Z' =0 = Penty = 0

— !
hlft{y-i_]}Tf =0 N {Hlftd = arctan(m)
.’L’+§—0 plftd:0

In such case, the interaction matrix is said to
be constant and it has the final form, suited to
our case, through the substitution s = s4 in the
Eq. (16).

4.2 Vehicle behavior during task execution

We launched our navigation task to observe its be-
havior under the best case of the Interaction Ma-

trix and at the same conditions as the first curve
of the Fig. 3.

It is shown in Fig. 4, from the airship’s
cockpit view, both the initial and final frame
acquired by an on-board camera during the
navigation. For the initial configuration, we
have our vector of visual feedback signal equals
to s = (17.09,—0.68,18.25, —0.69,19.29, —0.70)7
and the final configuration as given in section 4.1,
achieving the task. A comprehensive illustration
of the complete task is depicted in Fig. 5. In
this case it is shown, by an external fixed camera,
the beginning and the end of the complete task
execution.

The evolution of the Euler angles and how the
desired altitude was reached is depicted in Fig. 6.
The control signals sent to the simulated robot is
depicted in Fig. 7. In this same figure, it is pre-
sented the exponential convergence of the norm,
of the output error ||e = s(7,t) — s4l|2-

Simulador
L J

Simulador

Figure 4. airship’s cockpit view from the initial and final
position, achieved using the methodology.

5 Conclusion

Aerial robots, mainly airships, experienced an in-
creasing interest over this past decade thanks to
their enormous untapped potential in low-speed,
low-altitude exploration, monitoring, biodiversity
and climate research as well as telecommunication
relay systems.

After a briefly recall on visual servo control
techniques, a new vision guided navigation frame-
work for aerial robots, from the task specification
up to the control level, is proposed. The metho-
dology is validated through the results shown in
the preceding section.
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Figure 5. airship behavior from an outer fixed camera.
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Figure 6. Euler angles and altitude behavior

In this paper, it is also presented an applica-
tion of a pure vision-based control. The task here,
described in terms of image parameters, was to
follow a pre-defined trajectory composed by lines.
The control system aligns the aerial autonomous
robot with those lines, having an exponential con-
vergence of the error, through useful visual infor-
mation feedback. Another contribution of the pa-
per is the case study for two models of the inter-
action matrix. It is shown the influence of adding
more information to L7 to the rate of convergence.

Further steps include a generalization of such
framework; a deeper study on the vision aspects,
testing for robustness of the image filters and,
finally, a future work that will concentrate on
implementing this navigation system in the real
aerial robot AS-800 produced by Airspeed Air-
ships, which is in the context of the Project AU-
RORA (Bueno et al., 1998).
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Figure 7. Control signals and the error in the image plane.
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