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Abstract 0 Thiswork reports the development and prototyping of an autonomous wheded mobile robot. It is equipped with six
types of sensors, which are shaft encoders, ultrasonic transducers, infrared proximity sensors, contact sensors, temperature sensor
and monocular vision. These sensors interad among themselves to get accurate information about the surrounding environment
in order to allow the robot to ravigate safely and autonomously. As an experiment to demonstrate some capabilities of the pro-
totype robot, a behavior caled Exploration is here described, which is designed to be part of the control layers of the behavior-
based control system implemented. As exemplified in the paper, this behavior assures that the robot is able to navigate avoiding
any obstacle in its path. Another behavior, called Object_Recognition, is also available, which gives the robot the ability of rec-
ognizing some obstadesin order to improve its navigation. Thus, the user has the alditional flexibility of programming the robot
to do some spedfic tasks asciated to spedfic objeds, like to crossan opened door.

Keywords: Mobile Robotics; Sensing Systems; Agents; Behavior-Based Control System; Objed Recognition.

1 Introduction

The Robaics reseach goup of the Department of
Eledricd Engneeaing of the Federal University of
Espirito Santo, Brazl, has built a differential-drive
mobile roba prototype cdled Brutus, which is
shown in Figure 1. It is assembled as a five round
platforms, thus resembling to a cylinder. The bottom
faceof the bottom platform has two independent DC-
driven wheds mounted in a diametricd line, which
are responsible for driving the roba. It aso has two
free wheds that are mounted in a diameter perpen-
dicular to the line of the driven wheds, which are
used for guaranteeng the robat balance

Although been designed to navigate aitono-
moudly, a minimal additional setup is also included
in the prototype in order to all ow teleoperating it.

The mputational setup onboard the roba
comprises a main Pentium MM X 233 MHz-based
motherboard and two sewmndary Motorola
MC68HC11-based processng boards. One of the
seoondary processng-boards is responsible for con-
trolling the spead of the two DC motors while the
other processes the information coming from the
sensing system installed onboard the robat.

The main onboard computer communicaes with
the two semndary processng boards, as well as with
aframe grabber and a CCD camera. It is responsible
for some image-processng procedures designed to
allow the roba to recognize some objeds present in
its working environment and for the management of
the whole control system.

The whole antrol system of this roba is a be-
havior-based one (Brooks, 1986; Arkin, 1998. One
of the behaviors designed to the roba is to avoid
collisions when moving. For alowing obstade
avoidance, the roba is equipped with a ring of six-
teen utrasonic transducers distributed along the outer
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circle of one of the roba platforms, a set of proxim-
ity infrared sensors and some @ntad sensors. It is
also equipped with a single CCD camera (see Figure
1) located at the center of the upper platform, which
is intended to allow Brutus to remgnize obstades in
its path. More spedficdly, the roba is able to recog-
nize an obstade out of a smal group of obstades
previously defined, whenever it deteds this obstade
in its path.

This mixed sensing system is designed as a dis-
tributed system, which ensures its proper insertion in
the whole behavior-based control system (Freire,
1997 Xavier and Schneebeli, 1998 Bastos-Filho et
al., 1999).

In the sequence of this paper, the sensing system
implemented onboard Brutus is described, as well as
the ontrol system that manages the information
coming fromit. Finally, an experiment where the ro-
bot Brutus navigates in a crridor where some obsta-
cles are present is reported, whose goal is to show
that the sensing system installed onboard the roba
assures its safe navigation.

Figure 1. The mobile robot Brutus.



2 The Sensing System of Brutus

Brutus has four sensing levels. The first one is com-
posed by two shaft-encoders coupled to the driven
wheds. They allow determining the roba speed and
displacement, thus providing the necessary feadback
when controlling the roba postion and some
odametry.

The seoond sensing level includes two inde-
pendent subsystems. The first one is aring of 16 Po-
laroid 6500 series eledrostatic transducers (see Fig.
2), which are responsible for sensing the environ-
ment to deted obstadesin the roba path. The use of
ultrasonic transducers is due to their low cost, but
they are dso very sensitive to the obstade orientation
and its effedive refledion area’, thus generating
some misinformation. Besides, those used in Brutus
are dso unable to determine the distance to the ob-
stadesin adead zone of 15 cm (Bastos-Filho, 1994).
The second subsystem included in the second sensing
level of Brutusis a set of four SHARP GP2DO02 in-
frared proximity sensors (Fig. 2), whose godl is to
prevent any acddent caused by the problems associ-
ated to the ultrasonic transducers used. This ®nsing
subsystem is able to deted the presence of an obsta-
cle in the dead zone of the ultrasonic sensing sub-
system. Thus, if an obstade is not deteded hy the
ultrasonic sensing subsystem, it can be deteced by
the infrared sensing subsystem, thus increasing the
robat safety.

The third sensing level is designed to prevent
any damage to the roba in case of a llision. It is
composed by four micro-switches instaled in a
bumper added to the bottom platform of Brutus, in
the same angular positions of the infrared proximity
sensors. If a allision happens, at least one micro-
switch is adivated. Then, the robat is commanded to
stop, to go badk for a while and then to turn itself in
oppaition to the diredion of the adivated micro-
switch. Thus, this ®nsing level is complimentary to
the previous one, and its goal is to increase the ro-
bustnessof the whole sensing system.

The processng board responsible for controlli ng
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Figure 2. The sensing subsystems of Brutus (the four micro-
switchesin the bumper and the @amera ae not shown).

! The object orientation should be perpendicular to the ultrasonic
transducer emisson axis. If the object orientation differs by more
than 17° from the optimal one, the object will not be detected.

the DC-motors peed also processes data from the in-
frared proximity sensors and the micro-switches. By
its turn, the ultrasonic sensing subsystem is con-
trolled by the other sewmndary processng board.
These three sensing levels are responsible for the ro-
bot safety, or the low-level navigation system.

3 TheUltrasonic Sensing Subsystem

Instead of being fired al at once the 16 ultrasonic
transducers of Brutus are fired one & ead time, with
a period defined by a priority function associated to
ead transducer in each moment. Then it is possble
to olserve more frequently the diredions where the
probability of a wllision is greder, thus alowing a
safer navigation.

The priority value py(t) assgned to the k-th ultra-
sonic transducer depends on its angular pasition
around the roba platform, as well as the distance
from the roba to the objed refleding the ultrasonic
signd in theinstant t. The empiric function

P(D) = (ding = dpen) + (dog — Ao ) + vetcte(k) + py (t-1) (1)
is used to cdculate this priority, where d,y is the
maximal distance measurable (about 5 m), d.e, is the
newest measure and d,q is the previous measure pro-
vided by the k-th transducer. By its turn, vetcte is a
vedor containing the sixteen minimum priority val-
ues assigned to the ultrasonic transducer, which de-
pends only on the position of the wrresponding
transducer in thering.

The first term of (1) depends on the distance
between the ultrasonic transducer and the objed. The
second one depends on how fast the roba ap-
proaches the objed and the third one depends on the
pasition of the ultrasonic transducer around the roba
platform. Then, (1) shows that the priority py is ini-
tidized with a cnstant value depending only on the
position of the k-th transducer around the roba plat-
form and isintegrated along the time.

Whenever an obstade is deteded, (1) is cdcu-
lated for ead one of the 16 ultrasonic transducers.
However, the term that depends on how fast the ro-
bot approadches the objed is considered just for the
ultrasonic transducer that was fired, because & that
moment only it measures a new distance value. As
the priority cdculation is finished, the transducer
with the highest priority is ®leded as the next to be
fired. Then, itstwo neighbors (Ty.; and Ty.,) are cho-
sen as the next to be fired. The reason for thisis to
cover alarger angle, thus reducing the probabili ty of
not deteding bad oriented objeds. After firing these
three ultrasonic transducers, another seledion takes
place Every time an ultrasonic transducer is fired, its
priority is made equa to zero, in order to put it in the
end o the queue, unlessit has deteded an obstade &
a distance smaller than 65 cm. In this case, it will re-
ceive the maximum priority to guaranteethat it will
keep fired until the objed isno longer deteded.

Tests with the roba at an environment with none
objed closer than 1 m to it showed that the frontal



transducer T, (the most important one) was fired 20
times more than the badk transducer Tg (the least im-
portant one). This result demonstrates the efficiency
of the term dependent of the position of the trans-
ducer around the roba platformin (1).

4 TheMonocular Visual System

Vision corresponds to the fourth sensing level of
Brutus. A monocular system is installed to alow the
roba to recmgnize some objeds in its working envi-
ronment. This increased the level of autonomy of
Brutus, for alowing it to make dedsions on which
task to perform when finding a cetain obstacle.

4.1 The Image-Processing Task

The image-processng task implemented is able to
alow the roba to identify obstades like walls, cor-
ners or edges, table legs and doaframes (open or
closed doas). A first descriptor for identifying im-
ages containing these obstades is the number N of
verticd lines in the image. For instance, a wall does
not have verticd lines, atable leg corresponds to two
verticd lines (as well as doaframes) and an edge or
a wrner corresponds to just one verticd line. Thus,
the first step is to segment the image in order to se-
led the meaningful verticd lines, here mnsidered as
the vertical lines ganning over 60% of the image
height (64x480 pixels bitmaps in a 8 hit grayscale).
The reason for considering only meaningful vertica
linesisto ded only with objeds in the first plane of
the image.

In additi on to the verticd lines ganning, vertica
linestoo close ae dso considered as a single verticd
line (the minimum distance, here, is 26 pxels). Be-
sides, for distinguishing objeds like doaframes and
table legs, one neals to consider the distance D in
pixels between two adjacent vertical lines. It is pos-
sible to use this distance & a valuable descriptor be-
cause the images are got from approximately the
same distance, thus charaderizinga 2%-D system.

Fig. 3 shows an image aquired when the robat
approacdhed an open door. The original image, the bi-
nary image obtained after seleding the verticd lines
and the binary image resulting from the seledion of
the meaningful verticd lines are presented in Fig. 3.

In this case, the obstade was corredly identified
as an open doa. The number of meaningful vertica
lines and the distance between them allowed deter-
mining that the obstade was a doaframe. In order to
distinguish the open doa from a dosed doa, a third
image descriptor is aso used: the average gray level
in bath sides of the outer verticd lines. These values
are cdculated considering a horizontal line éout the
middle of the image height. The gray levels of eah
pixel on thisline in ead image region are then con-
sidered, resulting in the average values T, and T».

For the example in Fig. 3 one can notice that the
average gray level inthe right side and in the left side

(a) Original image

(b) Binary image showing the vertical lines detected.

(c) Final image showing only the meaningful verticd lines.

Figure 3: Example of object recognition.
of the image ae not so dfferent. In the cae of a
closed doa, however, they would be much different,
oncethe doa is much darker than the badkground in
the left side of Fig. 3a.

4.2 The Object-Recognition Step

After having determined the descriptors associated to
an image, the roba should determine which objea it
isfacing.

The basic variable used to implement the recmg-
nition system engine is the number of meaningful
verticd lines deteded (N). In addition, the distance
between two dfferent verticd lines (D) and the aver-
age gray-levels in the two regions of the original im-
age outer the meaningful verticd lines (T, and T,)
are dso used. The last descriptor used the difference
between these two average gray-levels (DT). The
way these variables are used is illustrated in Table 1,
and is based on the previous knowledge of which
objeds the roba should be @le to identify and their
main charaderistics (relative widths, gray levels,
etc.) aswell. Thisresulted in the "rule base" depicted
in the table, where the "rules' were defined after
analyzing a set of about twenty photos of different



Table 1: The "rule base" used in the recogniti on engine.

Characteristics of the descriptors Object
N=0 wall
100< DT < 140 | Opened Door
DT > 140
N=1 or Closed Door
T,and T, <150
Otherwise Edge or Corner
100< DT < 140 | Opened Door
44<D <77 | Otherwise Closed Door
DT <100 TableLeg
N=2|77< D <154 [100< DT < 140 | Opened Door
Otherwise Closed Door
154<D Edge or Corner
N=>3 Unknown

objeds in different condition regarding environ-
mental il lumination, ground pettern, badkground adb-
jeds, etc.

A remarkable note is that for a different envi-
ronment one should "recdibrate" the recognition en-
gine depicted in Table 1. The same should be done
regarding the threshold value gplied to ead pixel to
generate the binary images, the minimum relative
height of the meaningful verticd lines and the mini-
mum distance between two meaningful vertical li nes.

5 TheBehavior-Based Control System

The @ntrol system implemented onboard Brutus is
shown in Fig. 4, and includes the low-level naviga-
tion control system responsible for avoiding any ob-
stade in the roba path and the monocular vision
subsystem that recognizes the obstades. It is derived
using the framework proposed by Xavier and
Schneebeli (1998. The whole @ntrol architedure is
a behavior-based one and uses continuous response
codification, through the two DC-driven wheel
spedds, and a priority-based arbitration scheme & the
method o behavior coordination (Arkin, 1998. The
behaviors are implemented through agents (sensor
agents, behavior agents and aduator agents) as ele-
mentary building blocks (Xavier and Schneebeli,
1998).

This control system includes 26 primitive sensor
agents (S to S;5, corresponding to the 16 ultrasonic
transducers, |y to I3, corresponding to the four infra-
red sensors, By to B, corresponding to the four con-
tad sensors, and Encoder; and Encoder,, corre-
sponding to the two shaft encoders). It also includes
two virtual sensor agents (Ultrasonic_Sensor and
Camera _Sensor), four virtual aduator agents
(Go_Ahed, Rotate, Activate_Motor and
Cam_Motor) and one primitive aduator agent (PI).
At the behavior level, it has two behavior agents
(Collision_avoidance and Recognize) that are re-
sponsible for the roba navigation avoiding obstades
and for the obstade recognition. All these ayents are
conneded in order to implement three ontrol levels:
Motor_Control, Exploration and Objed_Reagnition
(seeFig. 4). Following, it is described how the be-
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Figure 4. The agent-based control system already implemented

onboard Brutus.

havior-based control system operates in order to im-
plement the cntrol levels Motor_Control and Explo-
ration.

The virtual sensor agent Ultrasonic_Sensor re-
cavesinformation from the 16 ultrasonic transducers
(primitive sensor agents S, to S;5), executes the range
measurements and verifies which is the lowest dis-
tance measured and which transducer measured it.
The information on the lowest distance obtained is
sent to the virtual aduator agents Go_Aheal and
Rotate, through the behavior agent Colli-
sion_Avoidance These gyents will define the robat
spead, which will be informed to the virtual acuator
agent Activate Motor. The primitive aduator agent
Pl is who sends the PWM signals (corresponding to
the setpoints recaved) to the motor drivers.

While no obstades are deteded closer than 1 m
to Brutus, it kegxs moving at 80% of its maximum
spedl (which is about 0.5 m/s). This gedl limit isa
constraint used to increase the roba safety. If an ob-
stade is deteded closer than 1 m to the roba, its
sped is reduced as this distance gets lower, foll ow-
ing the sequence given in Table 2. During this ap-
proaching, the virtual acuator agent Go_Ahead isthe
only one resporsible for controlling the virtual ac-
tuator agent Activate Motor.

Whenever an obstade is deteded at a distance
smaller than 65 cm, the behavior agent Colli-
sion_Avoidance recaves a message from the agent
Ultrasonic_Sensor informing what transducer has
deteded an obstade & such a distance Then, the
agent Collision_Avoidance will adivate the agent
Rotate, at the same time that deadivates the agent
Go_Ahedd, in order to al ow the robat to escgpe from
the deteded obstade. This agent will send the set-
points of speal to the ayent Activate Motor, thus
driving the roba to escape from the obstade. During
one sewnd, the roba will turn itself (controlled by
the agent Rotate) in the diredion oppdsite to the de-
teded olstade, in order to avoid it. After this, the
Rotate agent is deadivated and the @ntrol of the



Activate Motor agent returns to the Go_Ahea
agent. If the turn around movement were not enough
to avoid the obstade, another ultrasonic transducer
would deted the same obstade. Then, the turn
around movement would be repeaed until the obsta-
cleisno more deteded.

If one of the ultrasonic transducers located at the
front semicircle of the roba (Toto T4 or Ty, t0 Tys)
deteds an obstade, a speed reduction or a turn
around takes place acording to the distance Obsta-
cles deteded by one of the transducers T, to T4
causes a turn around to the left side if the distanceis
smaller than 65 cm. On the other hand, if the obstade
is deteded by one of the transducers T1,to Ty, at the
same distance range, the turn around will be to the
right side. For any of these transducers, however,
only a spedl reduction is exeauted if the distance is
in the range of 75 cm to 1 m. For distances greder
than 1 m, no spedal adion is taken, and the roba
keeps going ahea (seeTable 2). The transducers lo-
cded at the badk semicircle of the roba, by their
turn, are not alowed to cause any turn around, but
just speed reduction, becaise any movement to the
rea correspond to evasive maneuvers.

If the transducer T, deteds the objed, the ayent
Activate Motor will receve amessage informing it to
turn around its own central axis. During this in
movement, which spends 2.5 s, the aent Acti-
vate_Motor will not accet any new setpoint.

However, if an obstade is deteded at a distance
in the range of 65 cm to 75 cm from the roba, the
adion taken is completely different. The Ultra-
sonic_Sensor agent adivates the Camera Sensor
agent, and not the Collision_Avoidance aent. This
agent adivates the Cam_Motor agent in order to ro-
tate the camera towards the ultrasonic transducer that
detected the obstade. This rotation is an open-loop
task performed by a PIC 16F84 microcontroller that
drives a stepping motor, over which the amera is
mounted. This open-loop task of camera rotation
spends ome time, in which the agent Cam-
era_Sensor keeps paused. Then, the Camera_Sensor
agent gets afrontal image of the obstade and sendsiit
and an adivation message to the Remgnize agent,
which will perform the task of objed reaognition,
like dharaderized in Sedion 4. During this time, the
agent Collision_Avoidance is adivated only for
stoppng the roba completely (the roba keeps
stopped during three seconds, in order to allow get-
ting and processng an image). Once the obstade in
front of the roba has been identified, the user can de-

Table 2. Actua Linear Speed of the Robot (in % of the Maximum
Value) as a Function d the Distance Robot-Obstade

Lowest Distance Measured Linea Speal
Dpin > 100cm 80%
100 cm > Dy, = 90Ccm 70%
90cm > Dy, = 75¢cm 60%

75cm =Dy, = 65¢cm STOP TO ACQUIRE

AND PROCESS AN

IMAGE. RESTART
MOVINGIN 3S

TURN

65 cm > Dpyin

fine which behavior should be adivated, from a list
of available behaviors. For the example reported in
the next section, however, the roba simply continues
moving aheal, after the pause to get an image and
processit. In the example shown, it kegxs moving
aheal with 60% of its maximum linea speed during
one seand, in order to asaure that the distance to the
obstade keeps lower than 65 cm. Thisis neessry to
guarantee that the roba will not stay getting an im-
age of the same obstade more than once In sum-
mary, when the roba approaches an obstade, the
whole sequence of Table 2 isfoll owed.

If a micro-switch in the bumper is adivated
(primitive sensor agents By to Bj), it means that the
roba collided to an obstade. By its turn, if an infra-
red proximity sensor deteds an obstade (primitive
sensor agents | to I3), it means that the roba is about
colliding. In bath cases, the adion will be the same,
becaise something must be done quickly. The primi-
tive sensor agent that is adivated sends a message to
the behavior agent Collision_Avoidance, which im-
mediately sends a message to the virtual aduator
agent Go_Ahea informing it to stop the roba. After
stoppng the roba, the Collision_Avoidance agent
will check which primitive sensor agent (B or |) de-
teded the obstade, in order to determinate the direc-
tion in which the obstade is. After this, it will send a
message to the Go_Aheal agent to move the roba
bad for a while. In the sequence, it will adivate the
agent Rotate in order to turn the roba around its own
central axis in oppation to the diredion of the de-
teded olstade. This ®guence of adions alows the
roba to escgpe from the obstade it has collided to or
is about colliding to. Then, the agent Go_Ahead re-
sumes the ntrol, and the roba starts going ahead

again.

6 An lllustrative Example

In order to ill ustrate the performance of this control
system, the roba is tested in a @rridor containing
some obstades. Fig. 5 shows the layout of the corri-
dor and the pasition of the obstades, as well as the
trajedory the roba followed (recovered through the
odametry introduced by the shaft encoders).

The adions performed by the roba are described
in the sequence Firstly, it kegps moving ahead until

3

Figure 5. Navigation d Brutusin a arridor with dostades (units
are meters).



an utrasonic sensor deteds the obstade in the form
of an edge, causing Brutus to deviate from its origi-
nal path. Following, Brutus continues moving ahead
until the frontal ultrasonic transducer deteds the ob-
stade orresponding to the bladk square. Then, it
turns around its central axis to the left side for a
while, thus going out of the obstade. In the se-
guence, Brutus continues moving ahead, in the di-
redion of another wall in the corridor. Then, the
frontal ultrasonic sensor deteds the presence of this
obstade and Brutus makes another turn around
movement to the left side, and continues moving
ahea, now to the left side of the corridor. Asiit can
be seen in the figure, during this part of its navigation
a side ultrasonic sensor deteds the presence of the
wall and causes Brutus to deviate from it, to the left
side. The line &out the midde of the crridor, which
represents the path the roba foll owed, registers this
sequence of events.

7 Other Features Added to Brutus

Besides being able to navigate aitonomously,
through the cntrol system embedded on it, teleop-
eration is also available (Fig. 6 and Fig. 7). Thisis
posshle because of some spedfic hardware pieces
installed on the topper platform. The first of these
piecesisa TV transmitter board, used to transmit the
images acquired by the onboard camerato the remote
user. The second feaure is a radio link resporsible
for transferring to Brutus commands that are decoded
by the same PIC microcontroller responsible for ro-
tating the camera during the autonomous navigation.
Based on these spedfic hardware pieces, the roba
can now be teleoperated from a locd PC, a remote
one (through the INTERNET), as well as by using a
voice @mmand bax or a joystick (Freire & a.,
2000).

8 Conclusion

The development and prototyping of a wheded mo-
bile roba is here described. The sensing system on-
board it guarantees that the roba is able to navigate
without colliding to any obstacle in its path, as well
asto reagnize some obstades deteded, so that tasks
more mmplex than just to survive an be acom-
plished. Currently, the prototype is only able to navi-
gate avoiding obstades, as exemplified in the paper.

Mobile Robot
Brutus
Local PC Remote PC
0l O
———\ —
RF Modem
Joystlck ‘ Recngntlon of
Voice Commands

Figure 6. Teleoperation scheme.
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Figure 7. Hardware used to teleoperate the robot Brutus.

In addition, a monocular vision system is being in-
corporated to its behavior-based control and sensing
system in order to allow acomplishing more wm-
plex tasks which will be based on the reaognition of
the obstacles.
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