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Jose Maria Gélvez
Department of Mechanical Engineering, Federal University of Minas Gerais, Brazil.
Av. Antonio Carlos 6627, Pampulha, 31.270-901 Belo Horizonte, MG, Brazil.
Phone: +55 31 499-5236. Fax: +55 31 443-3783. E-mail: jmgm@dedalus.|cc.ufmg.br.

Sergio Ricardo de Souza
Department of Electrical Engineering, Fed. Center of Technological Education of Minas Gerais, Brazl.
Av. Amazonas 7675, Nova Gameleira, 30.510-000 Belo Horizonte, MG, Brazl.

Phone: +55 31 319-5210. Fax: +55 31 319-5212. E-mail: sergio@dppg.cefetmg.br.

Abstractd Thiswork is concerned with the design of low-level multivariable control loops for Fluid Catalytic Cradking Units.
The Fluid Catalytic Cracking (FCC) Unit control problem isa dhallenging task due to its model complexity, nonlinear dynamics,
constrained variables and cross coupling interadion between inpus and outputs. Predictive control has been used to control
FCC units and to optimize their production cycles. However, the complex interadion among the process variables and the
constrains on the manipulated and controlled variables causes the computing cost to be high and time consuming. The proposed
control strategy targets the simplification of the global control-optimization problem by including a low-level multi-input multi-
output linear controller whose primary objective is to minimize the crosscoupling between the plant inpus and outputs. Having
adhieved diagonal dominance at low frequency, a multi-input multi-output Pl controller is then tuned to fulfill performance and
robustness pecificaions. A dynamic model, based on Moro and Odloak’s model (1998 for the Kellog-Orthoflow model F
readtor/regenerator system, is used as the “plant” through the modeling and control design procedures. Multivariable techniques
in the frequency domain are used to perform analysis, to dbtain system decoupling and to design and validate the closed loop

low-level multi-input multi-output linear controller. Simulation results are finally presented.
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Nomenclature

ul = Air Flow Rate to Regenerator Control Signal
u2 = Fresh Catalyst Valve Control Signal

u3 = Total Feed Flow Rate Control Signal

u4 = Fead Temp at Riser Entrance Control Signal
y1 = Regenerator 1st Stage Dense Phase Temp.
y2 = Regenerator 2nd Stage Dense Phase Temp.
y3 = Estimated Crading Readion Severity

y4 = Riser Cradking Mixture Temperature
[A,B,C,D] = State SpaceRedizdion
[An,Bn,Cn,Dn] = S. S. R. of the Nominal Plant
[Ar,Br,Cr,Dr] =S. S. R. of the Residual Plant
[Gn] = Controller Gain Matrix

[Kn] = Observer Gain Matrix

K = Scdar Static Gain

Gij(s) = Scdar Transfer Function

Nij(s) = Numerator of a Transfer Function

Dij(s) = Denominator of a Transfer Function
Kpij = Propational Gain of aPID Controll er
Kiij =Integral Gain of aPID Controller

[G(s)] = MIMO Plant Matrix Transfer Function
[K(s)] = MIMO Controller M. Transfer Function
[U(s)] = Plant Input Vedor in LaplaceDomain
[Y ()] = Plant Output Vedor in LaplaceDomain
[R(9)] = Setpaint Vedor in LaplaceDomain
[E(5)] = Output Error Vedor in LaplaceDomain

1 Introduction

Most industrial processes are usually constituted of
alarge number of low-order nonlinea sub-systems.
As a mnsequence of that, industrial processs are
usually described by highorder nonlinea
multivariable models. In the neighborhood d some
operating point, the nonlinead models can be

approximated by linea models of usually very-high
order. These models, athough linea ones, are not
suitable for control design purposes due to their
high dimension.

This work presents a heuristic modeling and
control design procedure that requires model
acaracy only at low frequency. It shows that
parameter identificaion from process data, model
lineaization and output feedbadk control are
feasible procedures for large scde multivariable
industrial plants that usually present strong cross
interadion between their inputs and outputs.

Sedion 2 presents a brief review on the general
control problem of large scde systems (LSS
control problem. Sedion 3 reviews me basic
ideas in multivariable control. Sedion 4 addresses
the modeling problem of an FCC unit. Sedion 5
shows the antroller design procedure. Finaly,
Sedion 6 presents smulation results of the
proposed control strategy applied to a Fluid
Catalytic Crading (FCC) Converter.

2 TheLSSControl Problem -- A Brief Review

The term "large scde systems' (LSS is usualy
applied to processes whose  high-order
mathematicd model requires sme kind of model
reduction for control design purpases, such is the
case of flexible large space structures,
petrochemicd processes and paper mill plants.

The fast development of the spaceindustry has
produced new control techniques for large-scde
systems, which have not been fully tested,
particularly outside the spacereseach environment.
New modeling and control tedchniques for large-
scade systems have to be tried and compared with



the dasdcd and well-accepted control algorithms.
Thisisthe cae of the worldwide well-consoli dated
petrochemicd industry.

To face the antrol problem of FCC units,
several aternatives can be found in the technicd
literature. For the sake of the agument and
considering the structure of the @ntrol agorithm as
the dasdfying element, the wide spread set of
control techniques for MIMO systems might be
loosely grouped in four fundamental strategies.

2.1. ROM Based Sate Feedback Control

The ontrol problem of large scde systems has
been a main isale anong the ntrol community
due to its chall enging charaderistics.

The difficulty in obtaining an acarate plant
model has led to the development of several design
techniques based on some reduced-order-model
(ROM) of the plant.

In this case, the plant is partitioned as $own in
Equation 1. The nominal plant [A, B, C, D]
corresponds to the plant reduced order model which
is believed to be acarate. The unkrown residua
plant [A, B, C, D,] represents model uncertainties
and unmodeled dynamics. Thus, the plant partition
becomes:
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The oontrol law is designed based on the plant
reduced order model.
U, =1 + Gn ),Zn (2)
In this case, the observer equation is given by
Xp = An),zn + Bnun + Kn(y_yn) (3)
Defining €, = X, — X,, the dosed loop
state space euation will be given by
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The main drawbadk of this approadc is that
there ae no formal means to assess closed loop
stability. The terms [B, G, and [K,, C] are known
as control spillover and observation spill over,
respedively and becaise of them there is no
guaranty that the dosed loop system will remain
stable.

Thisis espedally important in the cae of LSS
in which the dimension of [A; B, C; D,] is usually
larger than the one of [A, B, C, D,]. Further
discusson can be found in Balas (1982.

2.2. Model Based Predictive Control

Model-based predictive mntrol (MBPC) is a large
family of control agorithms developed around
certain common ideas. The basic goproadch behind
the predictive antrol family isto use asimulation
model to predict the future behavior of the plant
and to use this information to implement some
optimal control law. MBPC can be used to control
a grea variety of processs, from plants with
relatively simple dynamics to those with more
complex ones.

Several predictive control algorithms have been
proposed by the aontrol community. Some relevant
contributions were produced by Campos and
Morari (1987, Muske and Rawlings (1993, Zheng
and Morari (1995. Mile stone surveys were given
by from Richalet et al (1978, Garcia & a (1989,
Qin and Badgwell (1997 and Mayne d a (2000.

One of the most popular MBPC strategies, in
both, industry and acalemia, is the Generalized
Predictive Control (GPC) method poposed hy
Clarke & a (1987, 1989. It is argued that the GPC
technique can ded with urstable and non minimum
phase plants and the @ntrol law has an explicit
solution for the cae of linea plants (with no
constrained variables). Considering the GPC
origina ideg a diversity of control schemes have
been propaosed by the scientific community and they
might be mnsidered as subsets or limiting cases of
the GPC approach.

Predictive @ntrol has been used as a suitable
approach to solve the antrol problem of complex
large scde systems. Furthermore, since the basic
concepts are very intuitive, predictive cntrol has
become aparticularly attradive wntrol strategy.

However, the cmputational efficiency of the
control algorithms is frequently poa and time
consuming, espedaly in the cae of complex
nonlinea plants. Besides that, predictive cntrol
schemes require acarate plant models to read
good performance The pradice has $iown that the
controller performance is grongy dependent on
model acaracy that makes the model identification
and parameter estimation strenuous  tasks,
particularly in an industrial environment.

2.3. Artificial Intelligence and LSS Control

Intelligent Control is a broad term for control
strategies that basicdly include three apeds of the
artificial intelligence aea Neural Network Based
Control, Fuzzy Control and Knowledge-Based
Control.

Although important results can be found in the
technicd literature there till are no answers to
fundamental questions that come from the cntrol
area Disturbance mmpensation and measurement
noise reduction are basic objedives in the
controller design that are not easily evaluated in the
artificial intelli gence framework.



2.4. MIMO Output Feedback Control

Output feedbadk has been the industrial standard
for control purposes not only to shape the plant
response, fulfilling performance spedfications, but
also to ded with output disturbances and model
uncertainties. Traditionally, the industrial control
community has relied on the intrinsic robustness of
output feedback controllers to face the ntrol
design problem for SISO plants. A diversity of
controller tuning algorithms has been succesSully
developed and applied to SISO industrial plants.

Behind this siccess there has aways been a

property that exists for all physicd system, the

dominance of the low-frequency polesin the system
time response. Thisfad has been the badground of
nealy al robust control design tedniques.

Considering this concept in the controller design,

there is no need for solving the modeling problem

as rigoroudly as it could be required without the
pole dominance property.

Severa attempts have been made to extend the
SISO design techniques to the MIMO case. With
some exceptions, the success of MIMO control
design aso depends on the poe dominance
property. In this context, the size (order) of large
scde systems bewmes less important when
compared with the usually strong input-output
crosscoupling existent in MIMO systems. In recent
yeas, the reseach has been focused in new
uncoupling techniques. It is worthwhile to mention
the pionee contributions from Bristol (1966,
Kouvaritakis (1979, Mees (1981, McAvoy,
(1983 and Grosdidier and Morari (1986. Some
charaderistics of these techniques are:

a) The design procedure is usually caried out in
the frequency domain.

b) Mode uncertainties are eaily represented in the
frequency domain (particularly, non structural
uncertainties).

¢) In genera, low frequency models are accrate
enoughfor control designin this environment.

d) The standard Pl controllers (that responds for
more de 90% of the industrial controllers) are
designed to perform in the low frequency.

€) Output disturbances are usually low frequency
signals.

3 Multivariable Control

This sdion presents a brief review of the basic
concepts on multivariable ntrol systems. The
following is based on the bodks from Madejowski
(1989 and Skogestad et a (1996.

The system output, y(s), is given by a matrix
function of the form

y(s) =T (s)P()r(s) + S(s)d(s) =T (s)m(s) (6)
where r(s) is the reference input, d(s) represents the
disturbances and m(s) is the measurement noise.

In this case, §(s) is known as the output

sensitivity function and is defined as

S(s) =[I +G(9K (I )
the system closed loop transfer function (or
complementary sensitivity), T(s), is then gven by

T(s) = S(s)G(s)K (s) ©)

Theinput sensitivity function is defined as

S (9=[1 +K(9G(™ )
and its corresponding complementary function as

Ti () = K(9)G()S; (s) (10)

A multiplicative model for the plant uncertainty
can be written as

G(s) = Go(9)[1 +W; (9)] 11

Hence the following criteria to asswess the

system performance ad sability can  be
establi shed:

e The aiterion for nomina performance is
defined by
"S(S)Wp(s)"w <1 (12)
where W(s) is a performance weighting matrix and
has the form

W, () =w,(9)1] (13
in this work, the nominal performance citerion was
spedfied as

1 _1000s
wp(s) 150s+1
where g[.] isthe greaest singuar value of [.]
e The aiterion for robust performance (non

structured uncertainty) is given by
yo(w,(9)S (9)+T(w (9T;(s))<1 (19
where y = min(plant condition number, controller
condition number).
e The aiterion for robust stability (non
structured uncertainty) is defined by

||'I'(s)Wi (s)||w <1 (16)
where W (s) is an urcertainty weighting matrix and
has the form

a[S(s)] < (14

Wi (s) = w; (s)[1] (17)
in this case, the aiterion for robust stability was
chosen as

1 10
w;(s) s+1
e The robust performance @ndition for

structured uncertainty (Doyle d al, 1981) is
HRE)<1  Dw (19
where, the matrix Q(s) isdefined as

_@u(s) Qo)

gIT(9)] < (18

O 09 QuloF
with
Qu1(8) =Wy () Sp(9)
Qu2(8) =W, (S) Sp(s) Go(s)
Q21(8) =-w; (s) K(s) Sp(9)
Q22(8) ==W; (s) K() Sp(s) Go(9)
and

So(9) = (1 +Gy (9K (9)) "



e The robust stability condition for structured
uncertainty (Doyle & a 1981) isgiven by
HQz2(9)<t Do (20
Equations from (12) to (20) are used in Sedion
6 to validate the cntroller design.

4 TheFCC Linear Mode€l

The results presented in this sdion show that it is
aways feasible to determine an acarate linea
model for large scde plants, particularly, for FCC
units.

The modeling of Fluid Cataytic Crading
Converters is one of the most challenging problems
in the petrochemicd industry. To be @le to test and
compare new control algorithms a test bench was
established, in this case a numericd model for
simulation. In the mntext of this work, an FCC
nonlinea dynamic model was chosen as a
benchmark by the Chemicd Processes Control
Group, creded under the RECOPE Program,
sponsored by the FINEP Brazli an Agency.

The benchmark model is basicdly the same one
as presented by Moro and Odloak (1999 for the
FCC Kelog Orthoflow F Reador/Regenerator
Unit. It is used here to ill ustrate the whole cntrol
design procedure: from modeling and parameter
identification through out controller design and
closed loop simulation.

Experimental data (for the modeling and
parameter identification procedures) was generated
using the benchmark nonlinea model. Although
the original FCC nonlinea model is amedium scde
one. The resulting linea model is excessvely large
for full-order linea control design purposes, as it
will be shown in the next sedions.

The model identification was performed using
the Eigenvalue Redizaion Algorithm (ERA)
introduced by Juang and Pappa (1985. The ERA
procedure starts with a Hankel matrix built from the
plant impulse response. Then, a minimal order
redizaion can be found from the Hankel matrix
through a matrix fadorization based on its snguar
value decomposition (SVD). The singuar values of
the impulse response matrix produce aquantitative
measure to determine the model order.

In this case, the benchmark “plant” was a 4x4
MIMO nonlinear system. It was observed in
simulation and verified through analysis that y(t)
and y,(t) are strongly correlated as well as ys(t) and
y4(t), as $own in Figure 1. Thus, only two inputs
and two outputs were ansidered for design.

Applying the ERA procedure to the full “plant”
a 2x2 MIMO linea model was obtained
corresponding to a Matrix Transfer Function
(MTF) of the form:

Y, ()0 [Gyy(s) Gau(9)O U, (s)O

= 21
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5TheMIMO Controller Design

Recently, reseach has been focused in solving the
FCC control problem and the production
optimization in one singe step. A fine predictive
control algorithm would include bath problems and
solve them in one padkage (Moro and Odloak,
1998. A drawbad of this approach is that the
transitory performance is not usually considered in
the control design.

Here, an alternate gproach is suggested. It is
shown that the global controller structure may
include a inner loop designed to solve alinea
control problem and an outer loop (the predictive
control and optimization algorithm) placed to fulfill
eoconomics and operational spedfications.

The main objedive of this work is to introduce
a design procedure for the inner loop which
corresponds to the ontrol of a MIMO
unconstrained linea plant. The inner loop is
designed to fulfill performance spedficaions, to
reduce plant disturbances and to compensate for
model uncertainties.

The proposed strategy is basicdly a frequency-
domain procedure. In this case, the MIMO
controller design is carried out in two steps. First a
MIMO pre-compensator, K,(s), is designed to scde
the system and read diagonal dominance d low
frequency and then a MIMO controller, Kx(9), is
designed to med performance spedfications.

Then, the control law has the form:

L] = [Ki9)] K9] [R-Y(9)] (229)

or
L] = [kE][E®S] (22
with
EN 11(9) Ny, (s) E
D,,(s D, (s
K(S) _ E ll( ) 12( )E (23)
N 21(9) N, (s)C
e DO

In the cae of a 2x2 MIMO Pl controller,
Equation 23 becomes:

Ki Ki;, O
9(p11+i Kpi2 +—12D

K(9)=0 K KO (29
Kp,, +—2L  Kp,, +—220
a P21 S P22 s O

Several tedhniques for multivariable loop
shaping can be found in the literature
(Madejowski, 1989 Skogestad, 1996 Ho & Xu,
1998. Following a simple tral and error
procedure, an acceptable performance was achieved
using:

0 615s+3 566 s+3 [

K -2 S S = 25
(S)_El_17105+9 _5265+3E (25

u S S |




6 Simulation Results

Simulation results are presented here to ill ustrate
the proposed design procedure that includes:
modeling, mode validation, controller design and
finally control system analysis and validation.

Figure 1 shows the simulation results for the
4x4 MIMO FCC plant. It can be seen the strong
correlation between outputs y1(t) and y2(t) and
between y3(t) and y4(t). Figure 2 shows the results
for the 2x2 MIMO model validation. In this case,
the ERA procedure led to a 90th order model. It
can be seen that the model time response fits the
plant response dmost perfedly. Figure 3 presents
the open loop dant frequency responses. It can be
observed the high values of the aosscoupling
gains. Figure 4 displays the open loop pant step
responses. Figure 5 presents the simulation results
for the dosed loop system. A unit step signal was
applied to the plant inputs, u2(t) and u4(t), one & a
time. In this case, the oontrol tuning led to a fast
time response. Figure 6 shows the weighting
functions, the ntroller frequency response, the
open loop pincipa gains and aso the nominal
performance for the plant + controller open loop
system. Finadly, Figure 7 presents the system
robustness charaderistics for non structured and
structured uncertainties based on the aiteria given
by Equations 14 and 18

7 Final Comments and Conclusions

This work presented a frequency domain procedure
for modeling and control design of large scde
systems. The procedure was applied to the model of
a Kellog-Orthoflow Reador/Regenerator Unit that
was adopted as the “plant” to illustrate the
performance of the dhosen strategy.

The proposed scheme cay be seen as a pre-
conditioning multivariable linea controller that
shapes the plant dynamics in order to simplify the
subsequent steps of the FCC global control-
optimization problem.

It was down through a dallenging example
that the antrol problem of high order MIMO
systems has a solution by using multivariable
output feedbadk control. It was also seen that
control design in the frequency domain is a proper
technique to ded with the modeling and control
problem of nonlinea large scde systems. It has
been verified that only the low frequency part of the
lineaized model requires to be acarate to satisfy
steady state spedficdtion.

Finally, the results obtained in simulation are
good enough to validate the proposed technique
and to pdnt out toward a feasible strategy for the
solution of the FCC global control problem.
However, in the scope of this paper, no attempt was
made to solve the antrol problem under variable
constrains, therefore, the results are not fully
conclusive yet and further research hasto be done.
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Figure 1. The 4x4 MIMO Plant Pulse Responses
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Figure 7. Control RobustnessValidation.



