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QR2016 preface

Preface

This volume contains the papers presented at the 29th International Workshop on Qualitative
Reasoning held on July 11, 2016 in New York.

The Qualitative Reasoning (QR) community develops qualitative representations to un-
derstand the world from incomplete, imprecise, or uncertain data. Our qualitative models
span natural systems (e.g., physics, biology, ecology, geology), social systems (e.g., economics,
cultural decision-making), cognitive systems (e.g., conceptual learning, spatial reasoning, intel-
ligent tutors, robotics), and more.

The QR community includes researchers in Artificial Intelligence, Engineering, Cognitive
Science, Applied Mathematics, and Natural Sciences, commonly seeking to understand, develop,
and exploit the ability to reason qualitatively. This broadly includes:

• Developing new formalisms and algorithms for qualitative reasoning.

• Building and evaluating predictive, prescriptive, diagnostic, or explanatory qualitative
models in novel domains.

• Characterizing how humans learn and reason qualitatively about the (physical) world
with incomplete knowledge.

• Developing novel, formal representations to describe central aspects of our world: time,
space, change, uncertainty, causality, and continuity.

The International Workshop on QR provides a forum for researchers from multiple perspec-
tives to share research progress toward these goals. Topics of interest include:

• Qualitative modeling in physical, biological and social sciences, and in engineering.

• Representations and techniques for QR.

• Methods that integrate QR with other forms of knowledge representation, including quan-
titative methods, machine learning and other formalisms.

• Using QR for diagnosis, design, and monitoring of physical systems.

• Applications of QR, including education, science, and engineering.

• Cognitive models of QR, including the use of existing QR formalisms for cognitive mod-
eling and results from other areas of cognitive science for qualitative reasoning.

• Using QR in understanding language, decision-making, sketches, images, and other kinds
of signals and data sources.

• Formalization, axiomatization, and mathematical foundations of QR.

July 2, 2016
Amsterdam

Bert Bredeweg
Kamal Kansou
Matthew Klenk

i



Program Chairs 

Bert Bredeweg   University of Amsterdam, The Netherlands 
Kamal Kansou   Centre de recherche Angers-Nantes, France 
Matthew Klenk   Palo Alto Research Center, USA 

 

Program Committee 

Nuria Agell    ESADE, Ramon Llull University, Spain 
Elena Andonova  New Bulgarian University, Bulgaria 
Mehul Bhatt   University of Bremen, Germany 
Stefano Borgo    Laboratory for Applied Ontology, ISTC-CNR, Italy 
Ivan Bratko    University of Ljubljana, Slovenia 
Bert Bredeweg    University of Amsterdam, The Netherlands 
George Coghill    University of Aberdeen, Scotland, UK 
Johan de Kleer    Palo Alto Research Center, USA 
Zoe Falomir    University of Bremen, Germany 
Ken Forbus    Northwestern University, USA 
Christian Freksa   University of Bremen, Germany 
Scott Friedman    SIFT, LLC, USA 
Tomoya Horiguchi   Kobe University, Japan 
Liliana Ironi    IMATI-CNR, Italy 
Kamal Kansou    INRA, France 
Matthew Klenk    Palo Alto Research Center, USA 
Andrew Lovett    Northwestern University, USA 
Wei Pang    University of Aberdeen, Scotland, UK 
Chris Price    Aberystwyth University, Wales, UK 
Paulo Salles    University of Brasilia, Brazil 
Qiang Shen    Aberystwyth University, Wales, UK 
Peter Struss    Technical University Munich, Germany 
Thora Tenbrink   Bangor University, Wales, UK 
Stefania Tentoni   IMATI-CNR, Italy 
Louise Travé-Massuyès  LAAS-CNRS, France 
Jure Zabkar    University of Ljubljana, Slovenia 

 

Additional Reviewers 

Dylla, Frank 
Grigoleit, Florian 

 
 
  



QR2016 Table of Contents

Table of Contents

Assessing learner-constructed conceptual models and simulations of dynamic systems . . . . . 1
Bert Bredeweg, Jochem Liem and Christiana Nicolaou

How Much Qualitative Reasoning is Required in Elementary School Science Test
Questions? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
Max Crouse and Kenneth Forbus

Towards A Qualitative Descriptor for Paper Folding Reasoning . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
Zoe Falomir

Reconciling Function and Structure in Scientific Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
Scott Friedman, Mark Burstein, David McDonald, James Pustejovsky, Peter Anick,
Rusty Bobrow and Brent Cochran

QSRLib: a software library for online acquisition of Qualitative Spatial Relations from
Video . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
Yiannis Gatsoulis, M Alomari, C. Burbridge, C. Dondrup, P. Duckworth, P.
Lightbody, M. Hanheide, N. Hawes, D. C. Hogg and A. G. Cohn

Hole in One: Using Qualitative Reasoning for Solving Hard Physical Puzzle Problems . . . . 42
Xiaoyu Ge, Jae Hee Lee, Jochen Renz and Peng Zhang

Preparing MILA for College . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
Ashok Goel, David Joyner and Taylor Hartman

Testing scientific models using a QR model: Application to cellulose biodegradation . . . . . . 58
Kamal Kansou and Bert Bredeweg

Challenges in Formulating Explanatory Models for Co-morbidities . . . . . . . . . . . . . . . . . . . . . . . . 66
Matthew Klenk, Marzieh Nabi, Adam Arvay, Daniel Bobrow and Johan de Kleer

From Qualitative Absolute Order-of-Magnitude to the Extended Set of Hesitant Fuzzy
Linguistic Term Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
Jordi Montserrat-Adell, Monica Sanchez, Francisco Javier Ruiz and Nuria Agell

Collaborative Communication of Qualitative Spatial Perceptions for Multi-Robot Systems 77
Danilo Perico, Reinaldo A. C. Bianchi, Paulo E. Santos and Ramon Lopez de Mantaras

Using qualitative reasoning to evaluate performance: An application in the retail sector. . . 85
Xari Rovira, Nuria Agell, Josep M. Sayeras and Monica Sanchez

Eclipse in Occlusion: A perspectival mereotopological representation of celestial eclipses . . 93
Paulo E. Santos, Roberto Casati, Hannah Dee, Carl Schultz and Mehul Bhatt

Structuring the Domain Knowledge for Model-based Decision Support to Water
Management in a Peri-urban Region in India . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
Peter Struss, Franziska Steinbruch and C. Woiwode

On the use of qualitative deviation models for diagnosis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
Franz Wotawa

Unified approach to qualitative motion planning in dynamic environments . . . . . . . . . . . . . . . . 117
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Abstract

The goal of this work is to develop a collaborative commu-
nication system of spatial perceptions for vision-based multi-
robot systems using qualitative spatial reasoning, where the
representation of the domain is built upon the perspective of
the Elevated Oriented Point Algebra (EOPRA) and the rea-
soning itself is made by a combination between the Oriented
Point Algebra (OPRA) and a quantitative triangulation. The
motivation of using qualitative information is to obtain a level
of abstraction closer to the human categorisation of space
and, also, to have a more effective way of interaction be-
tween robots and humans. Results allowed us to conclude
that the method proposed is an effective way to address the
high-level communication between only-robots agents or be-
tween robots and humans by using some spatial prepositions.

Introduction
Robots will soon achieve a level of electrical and mechanical
development that would allow their insertion into the com-
mon (non-industrial) human environment. This fact brings
atop the importance of developing robots that can interact
with humans in a seamless way (Dylla, Kreutzmann, and
Wolter 2014). To this end, the present paper describes our
investigation on the development of a collaborative com-
munication system of spatial perceptions for vision-based
multi-robot systems using qualitative spatial information.

The use of qualitative representations is motivated by the
fact that humans do not normally use numerical descrip-
tions to talk about the commonsense space, so a seamless
human-robot interaction implies a non-metrical representa-
tion of their common environment. Besides, there are cases
where communicating qualitative relations are more effec-
tive than metrical information. For instance (Freksa 1991),
imagine an aquarium full of fishes and two observers, one
observer wants to point a particular fish to the other. Let’s
assume that there is only one red stone inside the aquar-
ium. Pointing to this particular fish in terms of metric in-
formation (e.g. "the fish is 10 cm away from the aquar-
ium’s left wall, 5 cm from its bottom, 8 cm from the rear
wall and 1 m away from you") is much harder to understand
than pointing to it in a purely qualitative way (e.g. "the fish

Copyright c� 2016, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

near the red stone"). In order to deal with qualitative repre-
sentations, this paper assumes formalisms developed in the
area of Qualitative Spatial Reasoning (QSR) (Ligozat 2013;
Cohn and Renz 2007). QSR is a subfield of Knowledge
Representation in Artificial Intelligence that develops for-
malisations of space by means of qualitative relations. The
use of qualitative methods allow reasoning with incomplete
knowledge (Renz and Nebel 2007) and facilitates meaning-
ful abstractions of the physical world (Moratz 2006). From
qualitative representations of space, high-level communica-
tion is favoured. This promotes the application of QSR to
Multi-Robot Systems in human environments.

This work assumes the interaction of groups of robots
from the RoboCup Soccer Humanoid League as a domain
where the ideas developed here are evaluated. In the present
paper the robots collaborate by sharing their individual vi-
sual observations of a scene with each other in order to en-
hance their knowledge about the environment their are im-
mersed in. Two experiments were conducted: in the first,
the group of robots had to answer spatial queries using the
information perceived by each robot. This information was
shared among the group members and inference over qual-
itative relations was used to combine the multiple pieces of
data. In the second experiment, the qualitative calculus was
used to communicate the observations of one robot about a
target that was occluded with respect to another robot.

The collaborative communication system proposed in this
paper uses the discretisation of the Elevated Oriented Point
Algebra with granularity 6 (EOPRA6) (Moratz and Wall-
grün 2012). The EOPRA

m

notation is derived from
OPRA

m

(Moratz 2006) and allows a joint representation
of qualitative direction and distance between points. The
reasoning of this paper is a combination of OPRA

m

and a
quantitative triangulation.

Qualitative Spatial Reasoning
One of the main challenges of QSR is the development
of formal systems to represent the spatial configuration of
entities in purely qualitative terms, also permitting rea-
soning using this representation (Cohn and Renz 2007;
Dylla 2009). These formal systems use a limited amount
of qualitative categories to represent the possible spatial re-
lations between entities (Renz and Nebel 2007). Applica-
tions of QSR vary from high-level computer vision, seman-
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tic of spatial propositions, reasoning about commonsense
knowledge, geographical information systems, among oth-
ers (Cohn and Renz 2007). In particular, the formalism
named Oriented Point Algebra (OPRA

m

) (Moratz 2006;
Mossakowski and Moratz 2012) has been very influential
for representing and reasoning about objects with intrinsic
fronts (Dylla et al. 2007), such as cars and boats (Dylla
2009), but also robots (Moratz 2006; Dylla, Kreutzmann,
and Wolter 2014). This formalism is essential in the devel-
opment of the present work and it is described as follows.

Oriented Point Algebra (OPRAm)
The Oriented Point Algebra with granularity m (OPRA

m

)
is a qualitative calculus in which objects are represented as
oriented points, that are represented by Cartesian coordi-
nates, x and y, and an orientation, ✓. Each point defines
a relative reference frame of granularity m where m 2 N.
This granularity is used in order to obtain the angular resolu-
tion, which is equal to 2⇡

2m (Mossakowski and Moratz 2012).
In OPRA

m

, if the Cartesian coordinates of two oriented
points, A and B are different (cf. Figure 1), the relationship
between the points is represented by A

m

\j

i

B, which means:
given the granularity m, the relative position of B with re-
spect to A is described by i and the relative position of A
with respect to B is j. For example, the relation between A
and B, in Figure 1, is A4\1

11B, meaning that A is in the sec-
tor 1 of B; B is in the sector 11 of A, and 4 is the granular-
ity of the relative frame. Such as in other methods of QSR,
the OPRA

m

reasoning is done through a composition ta-
ble, where this table is constructed with the set of all rela-
tions between three-oriented points, for example, A

m

\j

i

B,
B

m

\l

k

C and A
m

\t

s

C, where i, j, k, l, s, t are variables that
describe the relations between the points (Moratz 2006).

For example, Figure 1 shows the composition of the re-
lations A4\1

11B and B4\9
13C from which the relation be-

tween the points A and C can be inferred.
OPRA

m

works only with orientation, however, in the

Figure 1: Composition of A4\1
11B with B4\9

13C can result
in A4\7

13C, for example.

(a) Side view. (b) Bird’s eye view.

Figure 2: Qualitative distances with m = 4: � ⇥ 0, � ⇥ 1/2,
� ⇥ 1 and � ⇥ 2 (Moratz and Wallgrün 2012).

real world, another important spatial information is distance.
Distance can be defined qualitatively by using the idea of
elevated point, described below.

Elevated Point as Reference for Qualitative
Distance
A definition of relative distances, based on local distance ref-
erences (elevations), was proposed by (Moratz and Wallgrün
2012). Elevations are defined by the height of observers,
whose projection in the 2D plane defines a circle around
the observer’s locations, that is used as a distance reference
(Gibson 1986). The size of this projection is represented
by �, and all the distance ratios are calculated taking into
consideration m and � (Dorr and Moratz 2014). Granular-
ity (also represented by m in the distance representation)
also applies to elevations in order to provide the appropriate
level of abstraction for distance relations. Distance relations
between two points A and B are represented as A

m

�f

e

B,
where e represents the relative distance of B with respect to
A and f , the relative distance of A with respect to B.

The function b
A

(e), shown in the Equation 1, calculates
the boundaries of qualitative distances around the elevated
point A, where 0 6 e 6 2m and e must be an even number
(Moratz and Wallgrün 2012). Figure 2 shows an example of
a qualitative distance for m = 4.

b
A

(e) =

8
<

:

1 if e = 2m,
e�A
m

if e 6 m,
m�A
2m�e

otherwise.
(1)

Elevated Oriented Point Algebra (EOPRAm)
EOPRA

m

is an extension of OPRA
m

that includes qual-
itative distances as elevated points. The EOPRA

m

nota-
tion is derived from OPRA

m

, allowing a joint representa-
tion of qualitative direction and distance between two points
as: A

m

\j

i

f

e

B, where m is the common arbitrary granularity
between distance and direction, i and j are orientation rela-
tions, and e and f are distance relations. Figure 3 represents
the relation A4\1

11
5
3B in EOPRA

m

for two points A and
B with distinct elevations.
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Figure 3: EOPRA4 relation A 4\1
11

5
3 B.

Collaborative Communication of Spatial
Perceptions for Multi-Robot Systems

This section describes our proposal of a collaborative com-
munication system of spatial perceptions for vision-based
multi-robot systems, where the representation of the domain
is built upon the perspective of the Elevated Oriented Point
Algebra (EOPRA) and the reasoning itself is made by a
combination between the Oriented Point Algebra (OPRA)
and a quantitative triangulation. EOPRA

m

discretisation
is suitable for this purpose since it treats both direction and
distance and allows for relative spatial perception communi-
cation, whereby a robot can locate itself “through the eyes”
of the other robots in the domain.

In this work the granularity m = 6 was chosen.
EOPRA6 discretisation is exemplified in Figure 4a. Also,
the numerical regions defined were labelled by means of
spatial prepositions, as shown in Figure 4b, where fr, l-fr,
l, l-b, b, r-b, r and r-fr stand for front, left-front, left,
left-back, back, right-back, right and right-front, re-
spectively. Likewise, at, vc, c, f , vf and ft stand for at,
very-close, close, far, very-far and farthest.

The multi-robot collaboration method proposed allows a
robot to answer spatial queries even if the robot is not di-
rectly involved in the relation queried, or if it has incomplete
knowledge of the domain. In this work, inference processes
of directions and distance are made separately.

Due to the poverty conjecture (Forbus, Nielsen, and Falt-
ings 1991), it is known that is, in fact, impossible to achieve
a purely qualitative spatial reasoning mechanism (Cohn and
Renz 2007). Thereby, distance inference is accomplished by
quantitative triangulation using the law of cosines. This is
possible because distances are quantitatively estimated be-
fore being discretised by means of elevations. In the same
way, quantitative data are going to be used for restricting the
number of possible relations during the direction inference.

Direction inference is based on OPRA
m

. However,
OPRA

m

algorithm (Mossakowski and Moratz 2012) only
checks whether a composition made by the relations of the
oriented points holds, i.e., it does not directly infer a com-
position. So, we introduce Algorithm 1, which allows a sys-
tematic way for inferring the set of possible orientations s,
or s and t, in OPRA

m

composition of relations A
m

\j

i

B,

(a) EOPRA6

(b) Translating the numerical regions to spatial prepositions

Figure 4: EOPRA6: proposed discretisation.

B
m

\l

k

C and A
m

\t

s

C. This algorithm checks which values
s can assume, when t is given; or which values of s and t,
when t is not given, and returns all compositions that hold.

Algorithm 1 may return a disjunction of relations as a
result of a given composition. It is possible to reduce the
number of possible relations in this disjunction by using tri-
angulation (as represented in Algorithm 2). An example of
obtaining this restriction is shown in Figure 5, where the
blue robot should locate the green robot with respect to the
red one. By using OPRA

m

inference method, and assum-
ing that t is not given, s could assume any of the follow-
ing values: 0, 1, 2, 3, 17, 18, 19, 20, 21, 22, 23, which means,
fr, l-fr, r and r-fr. The blue robot can easily obtain the an-
gle �, so it can calculate the angle ↵ using the law of cosines.
In the example shown in Figure 5, the quantitative angle ↵
is equal to 46o, however, as � is negative, ↵ should also be
negative in order to form a triangle. After obtaining ↵, this
angle is discretised according to OPRA6 definitions, result-
ing in the relation i

↵

= �3. Then, this new relation is added
up to the relation i, where i = 3, leading to i

restr

= 0. Now
Algorithm 2 checks if i

restr

is an even number. If so, this re-
gion is transformed into a set comprised of two odd regions
([i

restr

+ 1, i
restr

� 1]). If not, i
restr

is kept. If this odd
region, or the items of the set of two regions, is contained
in the set of relations inferred by OPRA6, then it becomes
the output of the system; if not contained, the system returns
failure (i.e. a contradiction has been found).

The next Section will show some preliminary experiments
with our proposed OPRA6 combined with a quantitative
triangulation that uses the EOPRA6 representation for per-
forming collaborative communication of spatial perceptions
for multi-robot systems.
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Algorithm 1 Inferring the set of relations ŝ or ŝ and t̂ of
OPRA

m

for non-coincident points.
Function OpraInference(m, i, j, k, l, t)

1: if t = ; then
2: for s

test

= 0 to 4m do
3: for t

test

= 0 to 4m do
4: if opra(m, i, j, k, l, s

test

, t
test

) then
5: add s

test

to ŝ and add t
test

to t̂
6: end if
7: end for
8: end for
9: return ŝ, t̂

10: else
11: for s

test

= 0 to 4m do
12: if opra(m, i, j, k, l, s

test

, t) then
13: add s

test

to ŝ
14: end if
15: end for
16: return ŝ
17: end if
Function opra(m, i, j, k, l, s, t)
18: if 9 0 6 u, v, w < 4m. turn

m

(u, i,�s) ^
turn

m

(v, k,�j)^turn
m

(w, t,�l)^triangle(u, v, w)
then

19: return True
20: end if
Function turn

m

(o, p, q)
21: if |(o+ p+ k+2m) mod 4m)� 2m| 6 (o mod 2)⇥ (p

mod 2) then
22: return True
23: end if
Function triangle

m

(u, v, w)
24: if turn

m

(u, v, w� 2m)^ (u, v, w) 6= (2m, 2m, 2m)^
sign

m

(u) = sign
m

(v) = sign
m

(w) then
25: return True
26: end if
Function sign

m

(q)
27: if (q mod 4m = 0) _ (q mod 4m = 2m) then
28: return 0
29: else if (q mod 4m < 2m) then
30: return 1
31: else
32: return �1
33: end if

Experiments and Results
Experiments were made in two phases: first, the tests were
performed in a simulated environment, using the RoboFEI-
HT Soccer Simulator, in order to evaluate the proposed
method with a considerably quantity of data points. Then,
the method was validated in real humanoid robots.

Each phase was comprised of two experiments, used for
evaluating the method proposed in this paper. The first ex-
periment involves three robots, where each robot has to an-
swer queries about the location of the other robots with re-
spect to itself, or with respect to the other agents. In the sec-
ond experiment, two robots have to locate a ball in a soccer

Figure 5: OPRA6 restricted by quantitative triangulation.

field, according to their own positions. However, the target
is only perceived by one robot, but not by the other (i.e., the
ball may be occluded, out of the field of view, or the robot
might have a faulty sensor). The inference method proposed
in this work is used in this case in order to allow the lat-
ter robot to locate the ball, using the observation provided
by the former and the relative locations of both robots with
respect to each other.

In all experiments conducted the robots were dressed with
distinct colours, so that colour segmentation could be used to
identify each agent. Orientation was obtained from the po-
sition of the motor in charge of the pan movement in robot’s
head. Distance was estimated by approximation functions,
since all the sizes of the robots and other domain objects
are known. The communication between the robots was
conducted via broadcast using the User Datagram Protocol
(UDP). The elevation �, used for discretising the distances,
was set to 1 meter, that is approximately twice the robot’s

Algorithm 2 Restricting the set of ŝ relations by the quanti-
tative triangulation.
Function RestrictingOpra(m, ŝ,↵)

1: i
aux

= DiscretizeToOpra(↵)
2: i

restr

= (i+ i
aux

) mod (4m)
3: if i

restr

= even number then
4: ĉ = [i

restr

+ 1, i
restr

� 1]
5: else
6: ĉ = [i

restr

]
7: end if
8: for n = 0 to len(ŝ) do
9: for x = 0 to len(ĉ) do

10: if s
n

= c
x

then
11: add s

n

to â
12: end if
13: end for
14: end for
15: if â = empty then
16: return fail
17: else
18: return â
19: end if
Function DiscretizeToOpra(↵)
20: i

↵

= round(angle/(180/m) ⇤ 2)
21: return i

↵
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Figure 6: RoboFEI-HT Soccer Simulator.

height. This value provides the appropriate distance refer-
ence for the chosen domain.

Simulated Environment
The soccer simulator, shown in Figure 6, used for perform-
ing the first phase of the experiments was designed and de-
veloped by the authors, in order to simulate the control and
the vision system of the real humanoid robots. One of the
qualities of this simulator is that code made for it can be
also used in our real robots.

The simulator simulated Gaussian errors in the vision sys-
tem for both, directions and distances, with standard devia-
tion of 2o and 10 cm respectively.

Experiment 1: Communication Effectiveness with Three
Robots. This first experiment analyses the effectiveness
of the inference process and check the behaviour of the
overall system, including the vision system. The eval-
uation was conducted by verifying spatial queries such
as “l(x, red_robot)” or “f(y, red_robot)”, respectively,
“which is the robot x that is on the left of the red_robot?”
and “which is the robot y that is far from the red_robot?”.

The queries were broadcast by a human agent to all robots
in the experiment via UDP. Every robot had to answer every
query, even if the agent is not a variable in a query. The in-
ference process is then performed by the robots to allow the
attainment of the relative relations of direction and distance.

Robots were randomly arranged 30 times for each ques-
tion, and the queries were always made in relation to the red
robot (R). The inferences were made by the blue robot (B)
and by the yellow robot (Y ). An inference consisted in find-
ing the relation of distance and direction that holds. Figure 7
depicts the simulator with three robots positioned according
to the EOPRA6 relation R6\21

3 Y , Y6\23
3 B, and R6\1

23B.
For example, considering only direction, the blue robot

(B) can infer its own location with respect to the red robot
(R) by using the following information: (i) R6\j

i

Y , (ii)
Y6\l

k

B, and (iii) R6\t

s

B, where (iii) is obtained by the com-
position of (i) and (ii). In these relations i is reported by R;
j and k are reported by the yellow robot (Y ); l and t are
obtained from B’s sensor data; and s is unknown. Consider-
ing the arrangement shown in Figure 7, we can say that the
blue robot has received i = 3, j = 21, and k = 3, whereas
it has perceived l = 23 and t = 1. It can then infer the

(a) Without visible EOPRA6

discretisation
(b) With visible EOPRA6 dis-
cretisation

Figure 7: RoboFEI-HT Soccer Simulator: one of the robots’
position during the first experiment.

relation s = 23 using the OPRA
m

inference restricted by
triangulation. This represents the location of B w.r.t. R.

From the set of answers obtained, precision, recall and
accuracy were calculated. Table 1 shows the rates obtained
for direction-only queries; Table 2 shows the values for
distance-only queries; and, Table 3 shows the rates for com-
bined queries. Even considering the noise purposely added
in the vision system, and the inaccuracies found during
OPRA

m

inference, the results show a precision of above
80% in most cases, as well as the recall.

The lower precision results were found for the queries that
involves the small relations of direction, i.e., r-b and l-fr.
This happens because the frontiers of this relations are closer
to each other, so it is easier for the inference process to return
a wrong region.

Experiment 2: Communication of Spatial Perceptions
to Handle with Occlusion. In the second experiment, the
blue robot (B) uses the proposed reasoning for communi-
cating the relative location of a ball (O) to the red robot (R),
that cannot see the target due to occlusion (Figure 8). This
information is then communicated to R.

The blue robot was able to see both the ball and the
red robot, whereas the red robot could only see the blue
robot. The set of relations obtained by the blue robot is:
{R6\j

i

B,B6\l

k

O,R6\t

s

O}. During this experiment both s
and t are inferred, even if only s is necessary. As the ball
does not have an intrinsic orientation, we assumed that it is
oriented toward the blue robot, i.e. l = 0.

This experiment was conducted by randomly positioning
the ball 30 times in different positions inside of each qualita-
tive region of the robot R. Then, the blue robot (B) inferred
the ball position, i.e. direction and distance, in relation to
the red one (R), using the qualitative inference system re-
stricted by triangulation. As the discretisation of direction
is symmetric, only the regions fr, l-fr, l and l-b were cho-
sen for being evaluated. So, the results of the ball’s position
inference, made by the blue robot (B) are presented in two
confusion matrix: Table 4 for direction and Table 5 for dis-
tance. Each column of the tables represents the inference
made while the rows represent the actual position of the ball
w.r.t. the red robot (R). It is possible to notice that, as well as
seen in the last experiment, the error is higher for the small
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Table 1: Direction-only queries in simulator: evaluation of
responses

Spatial Query Precision Recall Accuracy
fr(x,R) 100.00% 84.62% 96.67%
r(x,R) 88.89% 94.12% 95.45%

r-fr(x,R) 90.00% 69.23% 92.42%
r-b(x,R) 66.67% 100.00% 98.48%
l(x,R) 94.12% 94.12% 96.97%

l-fr(x,R) 66.67 % 100.00% 95.45%
l-b(x,R) 81.82% 100.00% 96.97%

Table 2: Distance-only queries in simulator: evaluation of
responses

Spatial Query Precision Recall Accuracy
at(x,R) 90.91% 90.91% 96.97%
vc(x,R) 100.00% 92.86% 98.48%
c(x,R) 80.00% 88.89% 95.45%
f(x,R) 84.62% 64.71% 87.88%
vf(x,R) 80.00% 92.31% 94.03%

Table 3: Queries combining distance and direction in simu-
lator: evaluation of responses

Spatial Query Precision Recall Accuracy
fr(x,R) ^ c(x,R) 100.00% 83.33% 98.48%
l(x,R) ^ vc(x,R) 85.71% 75.00% 95.45%

r-fr(x,R) ^ at(x,R) 100.00% 71.43% 96.97%
r(x,R) ^ f(x,R) 100.00% 100.00% 100.00%

regions of the qualitative direction (l-fr and l-b).
The simulated robots work with the Cross Architecture

concept (Perico et al. 2014), as well as the real robots. So,
it is possible to program both simulated and real robots, in
several languages, such as C++ and Python. This feature
allowed us to extend the simulated research to our real hu-
manoid robots without many changes. The simulated ex-
periments were performed in an Intel i5 with 8GB SDRAM
running Ubuntu 14.041.

1The simulator used in this work, along with the source code of
the proposal, are available at the URL http://fei.edu.br/

~rbianchi/software.html

(a) Without visible discretisation (b) With visible discretisation

Figure 8: RoboFEI-HT Soccer Simulator: one of the ball’s
position during the second experiment. Ball is always oc-
cluded from the red robot (R).

Table 4: Confusion matrix for regions of direction: ball’s
positioning inference w.r.t. to the red robot (R).

regions r-fr fr l-fr l l-b b
fr 7.8% 76.4% 15.8% 0.0% 0.0% 0.0%

l-fr 0.0% 10.0% 72.5% 17.5% 0.0% 0.0%
l 0.0% 0.0% 18.4% 73.7% 7.9% 0.0%

l-b 0.0% 0.0% 0.0% 20.4% 61.2% 18.4%

Table 5: Confusion matrix for regions of distance: ball’s
positioning inference w.r.t. to the red robot (R).

regions at vc c f vf
at 86.6% 13.3% 0.0% 0.0% 0.0%
vc 3.3% 90.0% 6.6% 0.0% 0.0%
c 0.0% 0.0% 93.3% 6.6% 0.0%
f 0.0% 0.0% 6.6% 93.3% 0.0%
vf 0.0% 0.0% 0.0% 3.3% 96.7%

Real Robots
The experiments performed with real robots were conducted
with humanoid robots inspired on the DARwIn-OP design
(Ha et al. 2011). The robots have height of 490 mm; 20
degrees of freedom (6 for each leg, 3 for each arm and 2
in the neck) and a Full-HD camera located in the robot’s
head. On-board processing is made by an Intel NUC Core
i5 with 8GB SDRAM. Figure 9a shows the robots in the first
experiment.

Experiment 1: Communication Effectiveness with Three
Robots. The effectiveness test with real robots considered
the arrangement depicted in Figure 9, that is the reproduc-
tion of the arrangement shown in Figure 7. Such as executed
in the simulator, the queries were made in relation to the red
robot (R). The inferences were made by the blue robot (B)
and by the yellow robot (Y ). This test followed almost the
same procedure adopted in the simulation, the difference is
the number of times that each spatial query was repeated,
that was 10 for the real robot.

Table 6 shows precision, recall and accuracy of the given
answers, as well as Table 7 and 8. The vision system in real
robots are lagged and noisy, so the errors can be even worse

(a) Humanoid robots (b) Bird’s eye view

Figure 9: Robot’s position for the first experiment.

QR2016 82 July 11th, 2016



Table 6: Direction-only queries in real robots: evaluation of
responses

Spatial Query Precision Recall Accuracy
fr(x,R) 76.00% 90.48% 80.00%
r(x,R) – – 100.00%
r-fr – – 87.50%
r-b – – 100.00%

l(x,R) – – 82.50%
l-fr 100.00% 75.00% 87.50%
l-b – – 100.00%

Table 7: Distance-only queries in real robots: evaluation of
responses

Spatial Query Precision Recall Accuracy
at(x,R) – – 97.50%
vc(x,R) 94.74% 100.00% 97.37%
c(x,R) 80.00% 70.59% 80.00%
f(x, r) – – 100.00%
vf(x,R) – – 100.00%

Table 8: Queries combining distance and direction in real
robots: evaluation of responses

Spatial Query Precision Recall Accuracy
fr(x,R) ^ c(x,R) 87.50% 77.78% 85.00%
l(x,R) ^ vc(x,R) – – 100.00%

r-fr(x,R) ^ at(x,R) – – 100.00%
r(x,R) ^ f(x,R) – – 100.00%

than those one considered in the simulation. Even taking
these errors into account, the lower precision found is 75%
while the lower recall was around 70%. It is also possible
to see in Tables 6, 7 and 8 that some precisions and recalls
were not calculated, due to the fact that there were not true
positives in the involved regions.

Experiment 2: Communication of Spatial Perceptions
to Handle Occlusion. Since we have already had, from
the simulation, a quantitative evaluation for the inference of
an occluded ball, the second experiment was made in or-
der to validate the results obtained in the simulation in the
real robots. Moreover, this experiment aims to provide a
comparison between the purely qualitative inference system
of OPRA

m

and this same qualitative inference system re-
stricted by triangulation. Each part of the experiment was
conducted with an orange ball in three distinct positions,
while the blue robot (B) and the red robot (R) remained in
the same position during all the experiment. The position of
the spatial entities is depicted in Figure 10.

The first column of Table 9 represent the ground truth for
this experiment. The results obtained by the qualitative-only
inference and the results obtained by the qualitative location
restricted by triangulation are shown in the second and third
columns respectively. The grey regions represent the posi-
tion of the ball – real, in the first column, and inferred, in sec-
ond and third columns. It is worth noting that, in some situa-
tions, the purely qualitative inference executed by OPRA

m

is not possible, such as the situation where the ball is posi-
tioned in 3 (Figure 10b), represented in the bottom line of
Table 9. On the other hand, due to the inclusion of trian-
gulation as a constraint for OPRA

m

inference, the system

(a) Hidden ball. (b) The 3 ball’s positions.

Figure 10: The arrangement of the second experiment: the
ball had 3 distinct positions while the robots keep their initial
position.

was capable to infer the correct position.

Related Work
OPRA

m

has been used as a method for integrating local
knowledge in a quadruped mobile robot (Moratz and Ragni
2008), where, during the experiments, the robot was able
to distinguish between colours and simple objects using a
monocular vision system. Despite using computer vision,
the robot had no prior knowledge of the size of objects.
Thus, distance estimation was not possible; the only in-
formation available was the local orientation of the robot
in relation to the objects. The robot was able to complete
the task “move to the yellow cube behind the red disk” us-
ing the OPRA6 as an engine of reasoning. The task was
transmitted to the robot by human speech commands. In
another work, OPRA4 was applied to formalise the Inter-

Table 9: Inference of the ball’s position wrt the red robot.

Blue Inference
Ball Ground Purely Qualitative
Pos. Truth Qualitative Restricted by

Triangulation
1

2

3
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national Regulations for Preventing Collisions at Sea (Col-
Regs) (Dylla et al. 2007). The authors focused their work on
translating the navigation rules from natural language de-
scriptions to a qualitative formalisation for agent control.
OPRA calculus was chosen because direction information
is extremely important in sea navigation. International Reg-
ulations for Preventing Collisions at Sea define, for each pair
of vessels, which one has to give way and which is the priv-
ileged one, where different types of vessels require different
rules. The qualitative representation was then obtained con-
sidering three vessels actions and the reasoning was made
by constraint networks formed by the transition systems of
the applicable rules. OPRA has also been used for naviga-
tion in street networks that are described via local observa-
tions (Lucke, Mossakowski, and Moratz 2011) and, when
combined with the Region Connection Calculus (RCC-8)
(Cohn et al. 1997), it has been used for defining the set of
qualitative relations that represent social conventions (Dylla,
Kreutzmann, and Wolter 2014).

The present work extends these qualitative methodologies
applying them in real autonomous agents, where the dis-
tance concept was included. Also, by considering quantita-
tive triangulation restricting OPRA

m

, the implementation
described here shows better precision than its predecessors.

Conclusion
This work proposed a collaborative communication of
spatial perceptions for multi-robot systems defined over
EOPRA

m

representation, where the reasoning is made by
OPRA

m

compositions combined with quantitative trian-
gulations. This implementation was tested on a simulated
environment and also on groups of real humanoid robots in-
volved in collaborative tasks. Two experiments were consid-
ered: in the first, the group of robots had to answer spatial
queries using the information perceived by each robot. This
information was shared among the group members and the
proposed inference was used to combine the multiple pieces
of data, from where an answer to the query could be ob-
tained by a simple predicate-unification process. In the sec-
ond experiment, the proposed inference was used to commu-
nicate the observations of one robot about a target that was
occluded with respect to another robot. The results obtained
indicate that EOPRA

m

representation is a suitable tool for
representing (and sharing) qualitative spatial knowledge in
groups of robots. Its qualitative nature allows for the defini-
tion of a small number of relations, that are closer to spatial
predicates used in natural languages.
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